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Abstract

In this thesis, we review the construction of the Kakeya sets, and its applications
to fundamental concepts of real and harmonic analysis. In particular, we use the
Kakeya sets to deepen our understanding of the conditions needed for the Lebesgue
Differentiation Theorem to hold, as well as when multiplier operators can be extended
to Lp � Lp bounded operators.
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1 Introduction

The study of analysis is often saturated with lots of fine detail due to the existence of “patho-
logical objects” that yield counterintuitive results. The construction of these pathological
objects are often quite complicated, and Kakeya sets are no exception to this rule. We shall
see its applications in certain facets of analysis, so the reader should at least be equipped
with some working knowledge of measure theory, functional analysis and Lp spaces before
we proceed. In particular, we shall often note the following remark:

Remark 1.1. Cª
c �Rn� �� Cª�Rn�9Cc�Rn� is dense in Lp�Rn� with respect to the Lp norm

for all p > �1,ª�, and dense in C0�Rn� with respect to the uniform norm where Cc�Rn� is the
space of compactly supported functions on Rn, C0�Rn� is the space of continuous functions on
Rn that vanish at infinity, and Cª�Rn� is the space of smooth, i.e. infinitely differentiable,
functions on Rn.

The proof of the above remark is omitted because it is quite involved (see [1] Proposition
8.17). However, one should be able to see, at least intuitively, why it is true.

Now, the avid learner of analysis may well be familiar with the Fundamental Theorem of
Calculus, a theorem that identifies differentiation as the inverse operator of integration. In
the world of measure theory, there is another notion of differentiation in terms of measures.
One can show that for a locally integrable function f , taking averages of f over shrinking
balls centered at some x in Rn will most likely result in convergence to f�x�. Formally,

Theorem 1.2. If f > L1
loc�Rn�, then

lim
r�0

1

m�Br�0�� SBr�0� f�x � y� dy � f�x�
for almost every x > Rn, where m is the Lebesgue measure and Br�0� is the open ball of
radius r centered at 0.

Although this is a neat result, the averages need not be taken over balls in Rn, nor do they
need to contain x itself (but they ought to be close to x). Folland shows that if a collection
of subsets �Er�rA0 of Rn have bounded eccentricity [1], the result above will still hold. Such
collections are defined as follows:

Definition 1.3 (Nicely Ordered Shrinking Sets). A collection of nicely ordered shrinking
sets is a collection of measurable subsets �Er�rA0 of Rn such that

1. Er b Br�0� for all r A 0, and

2. there exists α A 0 such that m�Er� A α �m�Br�0�� for all r A 0.

The more general theorem involving nicely ordered shrinking sets is known as the Lebesgue
Differentiation Theorem. It is stated below:
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Theorem 1.4 (Lebesgue Differentiation Theorem). If f > L1
loc�Rn� and �Er�rA0 is a collec-

tion of nicely ordered shrinking sets, then

lim
r�0

1

m�Er� SEr f�x � y� dy � f�x�
for almost every x > Rn.

The construction of nicely ordered shrinking sets can still be quite restrictive since they
necessitate indexing by positive real numbers (hence the name ‘nicely ordered’). However,
it is entirely possible to come up with collections that are not indexed by the positive reals,
but may still satisfy suitable criteria for the Lebesgue Differentiation Theorem to hold (after
generalizing the notion of limits). In that regard, we will provide a generalized version of
the Lebesgue Differentiation Theorem in Section 1.3.

Nevertheless, the conditions for nicely ordered shrinking sets are certainly sufficient, so one
might wonder to what extent are the conditions necessary. In that regard, we shall find a
collection of subsets that will cause the Lebesgue Differentiation Theorem to fail, and in the
process use Kakeya sets to prove the result.

1.1 Basic Weak Lp Theory and Introduction to Maximal Opera-
tors

Some of our analysis will be on operators on functions. In that regard, it is useful to know
some basic definitions and concepts related to such operators. We begin by introducing
a relaxed version of the Lp norm, aptly named the weak Lp functional. The following
definitions can be found from [1].

Definition 1.5 (Weak Lp). Let f be a measurable function on some measure space �X,M, µ�.
Then,

λf � �0,ª�� �0,ª�
α ( µ�Sf S�1��α,ª���

is called the distribution function. If the measure space is Rn, we will always assume
µ � m. The distribution function defines the weak Lp functional for each p > �0,ª� like
so:

�f�Lp,w �� �sup
αA0

αpλf�α��1~p
.

The space of all measurable functions Lp,w�µ� with �f�Lp,w @ª is the weak Lp space.

One should note that ���Lp,w is not a norm because it can be easily checked that it does
not satisfy the triangle inequality. However, ���Lp,w can still be used to endow Lp,w with a
topology in a similar fashion to how metrics induce metric topologies, i.e. the topology of
Lp,w is generated by sets of the form �g > Lp,w � �f � g�Lp,w @ r� for f > Lp,w and r A 0.
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This makes Lp,w a topological vector space. Note also that ���Lp,w B Y � YLp which means that
Lp b Lp,w.

Some of the operators on functions that we will work with will be non-linear, but will still
share some useful properties with linear operators.

Definition 1.6 (Sublinear Operators and Boundedness Conditions). Let T � V � L0�Y,N , ν�
where V is a vector subspace of L0�X,M, µ�. Then, T is sublinear iff

1. ST �f � g�S B STf S � STgS for all f, g > V, and

2. ST �cf�S � cSTf S for all f, g > V and c A 0.

Furthermore, T is strong type �p, q� with p, q > �1,ª� iff

1. T is sublinear,

2. Lp�µ� b V, and

3. T �Lp�µ�� b Lq�ν�; in particular, there exists A A 0 such that YTfYLq B AYfYLp for all
f > Lp�µ�.

Similarly, T is weak type �p, q� with p > �1,ª� and q > �1,ª� iff

1. T is sublinear,

2. Lp�µ� b V, and

3. T �Lp�µ�� b Lq,w�ν�; in particular, there exists A A 0 such that �Tf�Lq,w B AYfYLp for
all f > Lp�µ�.

We say that T is weak type �p,ª� iff T is strong type �p,ª�.
Remark 1.7. It is often more practical to show that an operator T is weak type �p, q� for
some p > �1,ª� and q > �1,ª� by showing that there exists A A 0 such that λTf�α� B A

αq YfYqLp
for all α A 0 and f > Lp�µ�. One can easily verify that this is equivalent to the third weak
type condition in the definition above.

An important type of operator is known as the maximal operator. The following definition
is inspired by [3].

Definition 1.8 (Maximal Operator). Let µ be a σ-finite measure on Rn. Then,

Aµ � L
0�Rn�� L0�Rn�

f ( S Sf�� � y�S dµ�y�
is the absolute expectation of f with respect to µ. Note that Aµ is defined on L0�Rn�
because Aµf is measurable for all measurable f by the Tonelli Theorem.
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Let C be a collection of positive σ-finite measures on Rn. Suppose supµ>CAµf > L0�Rn� for
all f > V where V is some vector subspace of L0�Rn�. Then,

MC � V � L0�Rn�
f ( sup

µ>C
Aµf

is a maximal operator on V induced by C.

Remark 1.9.

1. �MCf��1��a,ª�� � �µ>C�Aµf��1��a,ª�� for all a > R.

(a) If C is countable, then �MCf��1��a,ª�� is measurable for all measurable f and
a > R since σ-algebras are closed under countable unions. Hence, MC would be a
maximal operator on L0�Rn�.

(b) If Aµf is continuous for all f > V and µ > C, then �MCf��1��a,ª�� is open thus
measurable for all f > V since topologies are closed under arbitrary unions. Hence,
MC would be a maximal operator on V.

2. One can easily verify that absolute expectations and maximal operators are sublinear.

3. Warning: Not every collection of σ-finite measures on Rn will induce a maximal
operator on a non-trivial subspace of L0�Rn�.

It is worthwhile to ponder upon which σ-finite measures µ and which measurable functions
f result in Aµf being continuous. Since the Lebesgue Differentiation Theorem is concerned
with taking averages of functions over subsets of Rn, we will mostly work with finite measures
of the following form:

Definition 1.10 (Conditional Lebesgue Measure). Let E be a measurable subset of Rn with
non-zero finite measure. Then,

mE ��
m�� 9E�
m�E�

is the Lebesgue measure conditioned on E.

The definition of the conditional Lebesgue measure is akin to the definition of conditional
probability. Furthermore, one should notice that

S f�x� mE�x� � 1

m�E� SE f�x� dx
whenever the integral can be evaluated. On that note, it is not hard to see that for certain
measurable E, AmEf will “smooth out” some measurable f .

Proposition 1.11. Let U be a measurable subset of Rn such that

1. m�U� A 0,
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2. m�∂U� � 0 where ∂U �� U �U X, and

3. U is bounded.

Then, AmUf is continuous for all f > L1
loc�Rn�. Therefore, if C b �mU � m�U� A 0,m�∂U� �

0, U is bounded�, then MC is a maximal operator on L1
loc�Rn� by Remark 1.9.

Proof. Let f > L1
loc�Rn�, and let �xk�ªk�1 be a sequence of points converging to some x > Rn.

Given that �∂U�C � �U�C 8 U X is open, we have that for each y > Rn such that x � y ¶ ∂U ,
there exists N > N for which

1. xk � y > �U�C if x � y > �U�C , or

2. xk � y > U X if x � y > U X

thus χU�xk � y� � χU�x � y� for all k C N . Since m�∂U� � 0, this means that χU�xk � �� �
χU�x � �� almost everywhere.

Now, given that xk � x, there exists N > N such that xk > B1�x� for all k C N . By the
boundedness of B1�x� and U , there exists a compact set K such that y,xk � y > K for all
k C N and y > U . Hence, Sf � χK SχU�xk � �� B Sf � χK S > L1�Rn� for all k C N . This (on
top of almost everywhere convergence) will enable the use of the Dominated Convergence
Theorem. On that note,

�AmUf��xk� � 1

m�U� S Sf � χK S�xk � y�χU�y� dy (for all k C N)

�
1

m�U� S Sf � χK S�y�χU�xk � y� dy
(by commutativity of convolutions of L1 functions)

�
1

m�U� S Sf � χK S�y�χU�x � y� dy
(by the Dominated Convergence Theorem)

� �AmUf��x�.
By the arbitrariness of �xk�ªk�1 and f > L1

loc�Rn�, we are done.

It is also worthwhile to consider conditions needed for maximal operators to satisfy some
boundedness conditions as discussed above. Note that if B �� �mBr�0� � r A 0�, then MB is a
maximal operator on L1

loc�Rn� by Proposition 1.11. MB is known as the Hardy-Littlewood
Maximal Operator. We shall later prove that MB is weak-type �1,1�. On a slightly more
general note, if C is a collection of finite positive measures supported in a fixed compact set
such that MC is a maximal operator on some V c Lp�Rn� for some p > �1,ª� and MCf does
not diverge almost everywhere for each f > Lp�Rn�, then MC will also be weak-type �p, p�
[3].

The proofs ofMB andMC having weak boundedness will actually be very different. However,
they will both incorporate the use of some covering lemmas. In particular, the Vitali
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Covering Lemma will be used to prove weak boundedness of MB, and a lemma that
is akin to the Borel-Cantelli Lemma (to which we shall call the Pseudo-Borel-Cantelli
Lemma [3]) will be used to prove weak boundedness of MC. The Vitali Covering Lemma
roughly states that any collection of balls in Rn admits a subcollection of disjoint balls with
comparable measure, and the Pseudo-Borel-Cantelli Lemma roughly states that if the sum of
measures of sets diverges, then there is a way to cover Rn by translating the sets strategically.
These lemmas are stated and proved below.

Lemma 1.12 (Vitali Covering Lemma). Let B be some collection of balls in Rn. For all
c @ m��B>BB�, there exists a finite subcollection B0 b B of disjoint balls such that c @

3nm��B>B0
B� � 3nPB>B0

m�B�.
Proof. Let c @ m��B>BB�. By the regularity of the Lebesgue measure, there exists a
compact K b �B>BB� such that m�K� A c. Since B is an open cover of K, there exists a
finite subcover B� �� �B1, . . . ,Bk� (of which we may assume to be ordered by non-increasing
measure) of K. Let j1 �� 1, and let ji�1 A ji be the smallest index such that Bji�1 9 �Bj1 8 � � � 8

Bji� � g if it exists. Since B� is finite, the inductive definitions of the ji’s must terminate.
Let B0 be the collection of all Bji ’s (note that B0 is also a mutually disjoint collection of
balls). By our construction, we have that for any B` > B0 � B�, there exists ji @ ` for which
Bji 9B` x g. Note that m�Bji� Cm�B`� by the ordering, so if 3B denotes the 3-fold scaling
of a ball B from its center, then B` b 3Bji . In that regard, K b �B>B� B b �B>B0

3B which
means that

c @m�K� Bm� �
B>B0

3B�
B 3nm� �

B>B0

B� (from the scaling of the balls)

� 3n Q
B>B0

m�B�. (by dsjointedness of the balls)

By the arbitrariness of c, we are done.

Lemma 1.13 (Pseudo-Borel-Cantelli Lemma). Let K b Rn be a compact set. Let �Ej�ªj�1

be a collection of measurable subsets of K such that Pª

j�1m�Ej� � ª. Then, there exists�xj�ªj�1 b Rn such that m�Rn ��ª

k�1�ªj�k�Ej � xj�� � 0.

Proof. We begin by extracting disjoint subsequences �Fi,j�ªj�1 for i > N from �Ej�ªj�1 such
that the sum of measures of terms in each subsequence is also infinite. Let j0 �� 1. Given that

Pª

j�1m�Ej� �ª, there exists �ji�ªi�1 b N with ji A ji�1 for all i > N such that Pji�1
j�ji�1

m�Ej� C 1.
Let Ji �� �ji�1, . . . , ji � 1� for each i > N and let �pi�ªi�1 be the enumeration of primes.
Then, �ªk�1 Jpki is countable for each i > N. Let πi � N � �ªk�1 Jpki be an order-preserving
bijection for each i. Then, Fi,j �� Eπi�j� for i, j > N yields the desired result. Note that
π � N2 � N, π � �i, j� ( πi�j� is an injective function because �ª

k�1 Jpki0
9�ªk�1 Jpki1

� g for all

i0 x i1.

Now, Rn can be partitioned into countably many unit cubes, and the cubes can be enumer-
ated in a way such that each cube appears infinitely often in the sequence (consider the index
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sequence �1,1,2,1,2,3,1,2,3,4,1,2,3,4,5, . . . �). Let �Qi�ªi�1 be such an enumeration. We
will inductively show that there exists �vi,j�ªj�1 b Rn such that m�Qi ��ªj�1�Fi,j � vi,j�� � 0
for each i > N. Let vi,1 � 0 for all i > N. Fix i > N and suppose vi,1, . . . ,vi,j�1 > Rn have been
determined for some j > N. Let Gi,j �� Qi ��j�1

k�1�Fi,k � vi,k� and let ηi,j �� χGi,j � χ�Fi,j . By
the Tonelli Theorem,

S ηi,j dm �m�Gi,j� �m�Fi,j�.
Note that regardless of i, j, if Qi 9 �K � x� � g for some x > Rn, then Gi,j 9 �Fi,j � x� � g by
containment, and so χGi,j���χ�Fi,j�x � �� � χGi,j���χFi,j�x��� � 0 which means that ηi,j�x� � 0.
In that regard, supposing that K is contained in a cube of side length r > N by compactness,
we have that supp�ηi,j� is contained in a cube C of side length r � 1 �� s (�1 is from the unit
cube Qi). Note that C can thus be partitioned into sn unit cubes �Ck�snk�1. Hence,

m�Gi,j� �m�Fi,j� � S ηi,j�x� dx �
sn

Q
k�1
S
Ck
ηi,j�x� dx

which means that there exists 1 B k� B sn for which RCk� ηi,j�x� dx C s�n �m�Gi,j� �m�Fi,j�.
Given that Ck� is a unit cube, there exists v > Ck� for which m�Gi,j 9 �Fi,j � v�� � ηi,j�v� C
RCk� ηi,j�x� dx C s�n �m�Gi,j� �m�Fi,j�. Letting vi,j �� v completes our inductive definition of
vi,j and Gi,j for all j > N. By the arbitrariness of i, we have indeed defined vi,j and Gi,j for
all i, j > N. Now, let Hi,j �� Qi 9�jk�1�Fi,k � vi,k� for all i, j > N. Then,

m�Hi,j� �m�Hi,j�1� �m�Gi,j 9 �Fi,j � vi,j��
Cm�Hi,j�1� � s�n �m�Gi,j� �m�Fi,j�
�m�Hi,j�1� � s�n � �1 �m�Hi,j�1�� �m�Fi,j�

which means that m�Hi,j� �m�Hi,j�1� C s�n�1 �m�Hi,j�1�� �m�Fi,j� for all i, j > N. Given
that m�Hi,j� Bm�Qi� � 1 and Hi,j�1 bHi,j for all i, j, we have that �m�Hi,j��ªj�1 is increasing
and bounded above 1 which means that limj�ªm�Hi,j� B 1 for all i. Observe that

lim
j�ª

m�Hi,j� C ª

Q
j�2

�m�Hi,j� �m�Hi,j�1�� C s�n � ªQ
j�2

�1 �m�Hi,j�1�� �m�Fi,j�.
If limj�ªm�Hi,j� @ 1, then there exists ε A 0 such that 1 �m�Hi,j� A ε for all j. However,
this would mean that the sum on the right would diverge to ª thus limj�ªm�Hi,j� � ª

which is a contradiction. Therefore, m�Qi 9 �ªj�1�Fi,j � vi,j�� � limj�ªm�Hi,j� � 1 for all
i > N. Given that m�Qi� � 1, our desired result m�Qi ��ªj�1�Fi,j � vi,j�� � 0 is achieved.

Finally, let xj �� vπ�1�j� if j > π�N2� and xj � 0 otherwise. Then, each Ek � xk corresponds
exactly to some Fi,j � vi,j (for k > π�N2�). In that regard, for any k > N, �ªj�k�Ej � xj� will
only exclude finitely many Fi,j � xi,j’s thus finitely many Qi’s will not be covered almost
everywhere. However, given how the Qi’s are enumerated, each unit cube in Rn will still
be covered almost everywhere by the remaining (infinitely many) Fi,j � xi,j’s. Therefore,
m�Rn ��ªk�1�ª

j�k�Ej � xj�� � 0.

Proposition 1.14. Let MB be the Hardy-Littlewood maximal operator as defined above.
Then, MB is weak-type �1,1�.
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Proof. Let α A 0, let f > L1�Rn�, and let c @ λMBf�α�. By Remark 1.9, we have that for
each x > �MBf��1��α,ª��, there exists rx A 0 such that �AmBrx �0�

f��x� A α. In particular,

α @ �AmBrx �0�
f��x� � 1

m�Brx�x�� SBrx�0� Sf�x � y�S dy (by translation invariance of m)

�
1

m�Brx�x�� SBrx�x� Sf�y�S dy. (by symmetry of the ball)

Observe that �Brx�x� � x > �MBf��1��α,ª��� is an open cover of �MBf��1��α,ª��. Hence,
there exist x1, . . . ,xk such that

c @ 3n
k

Q
i�1

m�Brxi
�xi�� (by the Vitali Covering Lemma (Lemma 1.12))

�
3n

α

k

Q
i�1

α �m�Brxi
�xi��

B
3n

α

k

Q
i�1
S
Brxi �xi�

Sf�y�S dy (as noted in the inequality above)

B
3n

α
YfYL1 . (since the balls are disjoint by the lemma)

Given that c @ 3n

α YfYL1 whenever c @ λMBf�α� by the arbitrariness of c, it must be the case
that λMBf�α� B 3n

α YfYL1 . By the arbitrariness of α and f , we are done.

Proposition 1.15. Let p > �1,ª�, and let K b Rn be compact. Let C b �µ measure � µ�Rn� �
µ�K� @ª� be such that MC is a maximal operator on some V c Lp�Rn�. Suppose for each
f > Lp�Rn� that m ��MCf��1��0,ª��� A 0. Then, MC is weak type �p, p�.
Proof. Define λg,E�α� ��m�E 9 SgS�1��α,ª��� for measurable functions g and sets E. Let
Q �� �0,1�n, and let B b Rn be a ball such that Q 8 �K � x� b B for all x > Rn such that
Q 9 �K � x� x g (note that B exists due to boundedness of Q and K).

We will first show that MC is weak type �p, p� with respect to our modified distribution
function λMCf,B for functions f > Lp�Rn� supported on Q, and then extend the weak result
to the main result. To that end, suppose on the contrary that for all C A 0, there exist α A 0
and f > Lp�Rn� with supp�f� b Q such that λMCf,B�α� A C

αp YfYpLp . Then, there exist αk A 0

and gk > Lp�Rn� with supp�gk� b Q such that λMCgk,B�αk� A 2k

αp
k
YgkYpLp for each k > N. Let

hk ��
kgk
αk

for each k > N. Then,

m�B� C λMChk,B�k� � λMCgk,B�αk� A 2k

αpk
YgkYpLp � 2k

kp
YhkYpLp C 0

for all k > N. Given that λMChk,B�k� > �0,m�B��, we have that Nk �� � 1
λMChk,B

�k�� is defined

for each k > N. Let π � N � N be such that π�k� � j whenever Pj�1
i�1 Ni @ k B Pji�1Ni. Then

since Nk C
1

λMChk,B
�k� for all k,

ª

Q
k�1

λMChπ�k�,B�π�k�� � ª

Q
k�1

NkλMChk,B�k� C ª

Q
k�1

1 �ª
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Given that YhkYpLp @ kp

2k
m�B�, that

YhkYpLp
λMChk,B

�k� @
kp

2k
, and that Nk B

1
λMChk,B

�k� � 1 for all k > N,

we also have that

ª

Q
k�1

Yhπ�k�YpLp � ª

Q
k�1

NkYhkYpLp B ª

Q
k�1

� YhkYpLp
λMChk,B�k� � YhkYpLp� B

ª

Q
k�1

�1 �m�B��kp
2k

@ª.

Now, let fk �� Shπ�k�S and Ek �� B9 SMCfkS�1��π�k�,ª�� for all k > N. Note that �MCfk��x� �
supµ>C R Shπ�k��x � y�S dµ�y� � �MChπ�k���x� for all x > Rn which means that Ek � B 9SMChπ�k�S�1��π�k�,ª�� for all k > N. Hence, Pª

k�1m�Ek� � Pª

k�1 λMChπ�k�,B�π�k�� � ª and

Pª

k�1 YfkYpLp � Pª

k�1 Yhπ�k�YpLp @ª. By the Pseudo-Borel-Cantelli Lemma (Lemma 1.13), there
exists �xj�ªj�1 b Rn such that m�Rn��ªk�1�ª

j�k�Ej �xj�� � 0. Let τv�x� �� x�v for x,v > Rn,
and let F �� supk>N fk X τxk . Then,

�MCF ��x� � sup
µ>C
S SF �x � y�S dµ�y� � sup

µ>C
S Vsup

k>N
�fk X τxk��x � y�V dµ�y�

C sup
µ>C,k>N

S Sfk X τxk S �x � y� dµ�y� (since fk C 0 for all k)

� sup
k>N
�MC�fk X τxk���x�.

Let x > �ªk�1�ª

j�k�Ej �xj�. Then, x > �ª

j�k�Ej �xj� for all k > N. Hence, for each k > N, there
exists jk C k such that x > Ejk �xjk . Since x > Ejk �xjk , then x�xjk > Ejk which means that�MC�fjk X τxjk ���x� A π�jk� for each k > N. Observe that as k �ª, π�jk� �ª since π and
jk are both unbounded and increasing. Hence, �MC�fjk X τxjk ���x� � ª and �MCF ��x� C
supk>N�MC�fk X τxk���x� � ª. By the arbitrariness of x, it follows that �MCF ��x� � ª

almost everywhere on Rn. However, SF Sp � supk>N Sfk X τxk Sp B Pª

k�1 Sfk X τxk Sp which implies
that F > Lp�Rn� as

YF YpLp B ª

Q
k�1

Yfk X τxkYpLp � ª

Q
k�1

YfkYpLp @ª.
Given that this violates the condition that MCf is finite on sets of positive measure for
each f > Lp�Rn�, we must conclude by contradiction that there exists C A 0 such that
λMCf,B�α� B C

αp YfYpLp for all α A 0 and f > Lp�Rn� with supp�f� b Q.

We are now ready to prove the main result; let Qz �� Q� z, let Bz �� B � z, and let Iz �� �w >

Zn � Bw 9Bz x g� for each z > Zn. Then, �Qz�z>Zn is a mutually disjoint covering of Rn and
there exists M > N such that SIzS �M for all z > Rn since the balls have uniform size and are
arranged in a lattice. Now, let f > Lp�Rn�. Then,

�MCf��x� � sup
µ>C
S Sf�x � y�S dµ�y� � sup

µ>C
S WQ

z>Zn
�f � χQz��x � y�W dµ�y�

B Q
z>Zn

sup
µ>C
S Sf � χQz S �x � y� dµ�y� � Q

z>Zn
�MC�f � χQz���x�

for all x > Rn for each z > Zn. As proven above (and by translation invariance of m), there
exists C A 0 such that λMC�f �χQz�,Bz�α� B C

αp Yf � χQzYpLp for all α A 0 and z > Zn. Note also

11



that λMC�f �χBz�,Bw B λMC�f �χBz�,Bz for all w,z > Zn because supp�MC�f � χQz�� b Bz for each
z > Zn. Hence,

λMCf�α� B Q
z>Zn

λMCf,Bz�α� (since �z>Zn Bz � Rn)

B Q
z>Zn

λPw>ZnMC�f �χQw�,Bz�α� (since MCf B Pw>ZnMC�f � χQz�)
� Q

z>Zn
λPw>IzMC�f �χQw�,Bz�α� (since supp�MC�f � χQw�� b Bw)

B Q
z>Zn

Q
w>Iz

λMC�f �χQw�,Bz � αM �
(since SPw>IzMC�f � χQw�S�1��α,ª�� b �w>Iz SMC�f � χQw�S�1�� αM ,ª��)

B Q
z>Zn

Q
w>Iz

C� αM �p Yf � χQwYpLp
�
CMp�1

αp
Q
z>Zn

Yf � χQzYpLp (since each Yf � χQzYpLp is counted exactly M times)

�
CMp�1

αp
YfYpLp (since the Qz’s were mutually disjoint)

for all α A 0. By the arbitrariness of f , we indeed have that �MCf�Lp,w B AYfYLp for all
f > Lp�Rn� where A ��

p
º
CMp�1, so we are done.

1.2 Introduction to Nets

Some operators are defined by evaluating limits over collections of sets. For the case of some
countable collections, one may define the limit by using sequential convergence. For the case
of nicely ordered shrinking sets, although not necessarily countable, one may simply adopt
the ε-δ definition of convergence since the sets are indexed by real numbers r A 0. However,
there are many collections of sets that may not be indexed as nicely, so we will need a more
general notion of sequential convergence. To that end, we begin by introducing directed
sets, of which can be interpreted as the analog of N in the context of sequences.

Definition 1.16 (Directed Set). A set A endowed with a binary relation ß is a directed
set iff

1. ß is reflexive, i.e. for all α > A, α ß α,

2. ß is transitive, i.e. for all α,β, γ > A, if α ß β and β ß γ, then α ß γ, and

3. for all α,β > A, there exists γ > A such that α ß γ and β ß γ.

We shall also write α à β to mean β ß α.

Much like how N defines sequences by mapping the naturals to some set X, we can use
directed sets to define nets, a more general notion of sequences, by mapping elements of
directed sets to elements of X. Formally,

12



Definition 1.17 (Nets). Let A be a directed set and let X be a set. A net in X is a map
A�X,α ( xα, and it is notated as `xαeα>A.

One should note that N itself is a directed set under the usual ordering, so a sequence is a
type of net (obviously, not all nets are sequences). Now, if X is a topological space, we can
thus define a more general notion of convergence using nets.

Definition 1.18 (Convergence of Nets). Let X be a topological space, and let A be a directed
set. Let `xαeα>A be a net in X. Then,

1. `xαeα>A is eventually in some E b X iff there exists α0 > A such that xα > E for all
α à α0, and

2. `xαeα>A converges to some x >X iff for every open U ? x, `xαeα>A is eventually in U .

We can also define the lim sup and lim inf of nets in R in a similar fashion to sequences.

Definition 1.19 (lim sup and lim inf of Nets). Let A be a directed set, and let `xαeα>A be a
net in R. Then,

lim inf
α>A

xα �� sup
α>A

inf
βàα

xβ, and

lim sup
α>A

xα �� inf
α>A

sup
βàα

xβ.

Remark 1.20.

1. Let `xαeα>A be a net in R, and let x > R. Then, `xαeα>A converges to x iff lim infα>A xα �
lim supα>A xα.

2. Let `xαeα>A be a net in a metric space �X,d�, and let x > X. Then, `xαeα>A converges
to x iff lim supα>A d�xα, x� � 0.

1.3 The Generalized Lebesgue Differentiation Theorem

Recall that the diameter of a set E in a metric space �X,d� is defined as diam�E� ��

supx,y>E d�x, y�, i.e. the supremum of distances between two points in E. We shall use di-
ameters to formalize the notion of shrinking sets since differentiation in measure involves
taking averages of a function over regions decreasing in size.

Definition 1.21 (Shrinking Sets). A collection of shrinking sets is a collection of mea-
surable subsets C of Rn such that

1. m�E� > �0,ª� for all E > C,

2. E b Bk�diam�E��0� for all E > C and some k A 0, and

3. for all r A 0, there exists E > C such that diam�E� B r.
13



A collection of shrinking sets is a directed set under ß where E ß F iff diam�E� C diam�F �
for all E,F b Rn. Hence, if `xEeE>C is a net in a topological space X and converges to some
x >X, we write

lim
diam�E��0

xE � x,

and if `xEeE>C is a net in R, we write

lim inf
diam�E��0

xE �� lim inf
E>C

xE, and

lim sup
diam�E��0

xE �� lim sup
E>C

xE.

Using the language of nets, we can generalize the notion of nicely ordered shrinking sets so
that indexing by r A 0 is no longer necessary.

Definition 1.22 (Nicely Shrinking Sets). A collection of nicely shrinking sets is a col-
lection of measurable subsets C of Rn such that

1. C is a collection of shrinking sets, and

2. there exists α A 0 such that m�E� A α � diam�E�n for all E > C.

Using this definition of nicely shrinking sets, we will now prove the Generalized Lebesgue
Differentiation Theorem. The proof is similar to Folland’s proof of the Lebesgue Differ-
entiation Theorem [1].

Theorem 1.23 (Generalized Lebesgue Differentiation Theorem). If f > L1
loc�Rn� and C is a

collection of nicely shrinking sets, then

lim
diam�E��0

1

m�E� SE f�x � y� dy � f�x�
for almost every x > Rn.

Proof. Note that if f > L1
loc�Rn�, then f � χBN �0� > L

1�Rn� for all N > N. If we can show

that the Generalized Lebesgue Differentiation Theorem holds for L1�Rn� functions, then

ª

�
N�1

�x > Rn
� lim

diam�E��0

1

m�E� SE�f � χBN �0���x � y� dy � �f � χBN �0���x�¡
has full measure since it is an intersection of full measure sets. Hence, for every x in the
above set, i.e. almost everywhere, there exists N > N such that x > BN�0� and

lim
diam�E��0

1

m�E� SE f�x � y� dy � lim
diam�E��0
diam�E�@1

S
E
�f � χBN�1�0���x � y� dy

(since x � y > BN�1�0� for all y > E b Bdiam�E��0� b B1�0� with diam�E� @ 1)

� �f � χBN�1�0���x� � f�x�.
14



In that regard, it suffices to show that the Generalized Lebesgue Differentiation Theorem
holds for f > L1�Rn�.
Let MB be the Hardy-Littlewood maximal operator. Recall from Proposition 1.14 that MB

is weak type �1,1�. Now, let f > L1�Rn� and let ε A 0. Since f > L1�Rn�, there exists a
continuous g > L1�Rn� such that Yg � fYL1 @ ε by Remark 1.1. Note that

lim sup
diam�B��0

�AmB�g � g�x����x� B lim sup
diam�B��0

1

m�B� SB sup
y>B

Sg�x � y� � g�x�S dy
� lim sup

diam�B��0

sup
y>B

Sg�x � y� � g�x�S � 0 (by the continuity of g)

for all x > Rn where B ranges in B. Hence,

lim sup
diam�B��0

�AmB�f � f�x����x� B lim sup
diam�B��0

��AmB Sf � gS��x� � �AmB Sg � g�x�S��x� � Sg�x� � f�x�S�
(note that AmBc � c for all constants c)

B �MBSf � gS��x� � Sf � gS�x�
for all x > Rn where B ranges in B. Let F �x� �� lim supdiam�B��0�AmB Sf � f�x�S��x� for all
x > Rn (we will not need to assume it is measurable). Then,

F �1��a,ª�� b �MBSf � gS � Sf � gS��1��a,ª��
b �MBSf � gS��1 ��a

2
,ª�� 8 Sf � gS�1 ��a

2
,ª��

for all a A 0. Note that

m�Sf � gS�1 ��a
2
,ª��� � 2

a SSf�gS�1��a
2
,ª��

a

2
dx B

2

a SSf�gS�1��a
2
,ª��

Sf � gS�x� dx @
2ε

a
,

and there exists A A 0 such that m��MBSf � gS��1��a2 ,ª��� B 2A
a Yf � gYL1 @ 2Aε

a for all
a A 0 since MB is weak type �1,1�. By the arbitrariness of ε, we have that F �1��a,ª��
is contained in a set of measure less than 2Aε

a �
2ε
a for all ε A 0 for each a A 0. In that

regard, F �1��a,ª�� must be contained in a null set for each a A 0, so it is measurable (by
completeness of the Lebesgue measure) and it has zero measure. Hence, m�F �1��0,ª��� �
m�F �1��ª

k�1� 1
k ,ª��� � m��ª

k�1F
�1� 1

k ,ª��� � 0 since unions of null sets are null sets. This
means that

lim sup
diam�B��0

�AmB�f � f�x����x� � 0

for almost every x > Rn where B ranges in B. Given that C is a collection of nicely shrinking
sets, we have that

lim sup
diam�E��0

W 1

m�E� SE f�x � y� dy � f�x�W B lim sup
diam�E��0

�AmE�f � f�x����x�
B
m�B1�0��

α
lim sup

diam�E��0

�AmBk�diam�E��0�
�f � f�x����x�

(by the nicely shrinking properties)

15



B
m�B1�0��

α
lim sup

diam�B��0

�AmB�f � f�x����x� � 0

(since the diameters of shrinking sets can get arbitrarily small)

for almost every x > Rn where B ranges in B and E ranges in C. By the arbitrariness of f ,
we are done.

At this point, we will begin introducing other topics unrelated to the Lebesgue Differentiation
Theorem that Kakeya sets are also applicable to. If you would like to see more immediate
results about the Lebesgue Differentiation Theorem, you are welcome to skip to the next
section.

1.4 Introduction to the Fourier Transform

The Fourier transform is an important linear operator that is used often in harmonic anal-
ysis. It is also frequently used in some areas of partial differential equations. In this thesis,
we will specifically look at its interactions with multiplier operators. Most definitions and
theorems in this subsection can be found in [1] and [2].

Notation 1.24. We write

Âf � Rn � C

ξ ( S f�x�e�2πiξ�x dx,

and similarly

f- � Rn � C

x( Âf��x� � S f�ξ�e2πix�ξ dξ

for some f > L0�Rn� if the integrals exist for all ξ > Rn.

The notations above, in essence, are the Fourier transform and its inverse respectively (al-
though we shall later define it specifically for L1�Rn� functions). We will not be able to
draw out any useful properties by taking the above transform over functions without suit-
able restriction of the space of functions. With that being said, we will find that the above
transform behaves much more nicely when acting on L1�Rn� functions as hinted earlier.
Before we list these properties out, we shall first introduce some new definitions.

Definition 1.25 (Translation, Dilation and Rotation). We shall later derive some identi-
ties that involve translations, dilations and rotations of L1�Rn� functions and the Fourier
transform. We thus define

1. �τyf��x� �� f�x � y�, i.e. the translation of f by y, and

2. �δtf��x� �� f�tx�, i.e. the dilation of f by t

16



3. �ρOf��x� �� f�Ox�, i.e. the rotation of f by O.

for all f � Rn � C, x,y > Rn, t A 0 and orthogonal transformations O. Note that we previously
used τ as a translation function on Rn, but we shall now see it as a transform instead.

Notation 1.26. We will also often write

φt �� t
�nδt�1φ

for φ � Rn � C and t A 0. One can easily check that scaling in this manner preserves the
value of the integral if φ is also integrable.

We shall now scope out some useful properties of Âf for f > L1�Rn�. The following lemma
will help us to understand some fundamental properties of Âf , and give us a way to pass
derivatives through integrals.

Lemma 1.27. Let �X,M, µ� be a measure space, let f > L0�X �Rn� be such that f��,y� >
L1�µ� for each y � �y1, . . . , yn� > U where U b Rn is open, and let

F � U � C

y ( S f�x,y� dµ�x�.
1. Suppose f�x, �� is continuous on U for all x > X and that there exists g > L1�µ� such

that Sf�x,y�S B g�x� for all �x,y� >X �U . Then F is continuous.

2. Suppose ∂f
∂yj

exists for some 1 B j B n and that there exists g > L1�µ� such thatS ∂f∂yj �x,y�S B g�x� for all �x,y� >X�U . Then, ∂F
∂yj

exists and ∂F
∂yj
�y� � R ∂f

∂yj
�x,y� dµ�x�

for all y > U .

Proof.

1. Let �yk�ªk�1 b U be a sequence that converges to some y > U . Then,

lim
k�ª

F �yk� � S lim
k�ª

f�x,yk� dµ�x� (by the Dominated Convergence Theorem)

� S f�x,y� dµ�x� � F �y�. (by continuity of f�x, �� for all x >X)

By the arbitrariness of �yk�ªk�1, we indeed have that F is continuous.

2. Let �ykj �ªk�1 b pj�U� be a sequence that converges to some y0
j > pj�U� where pj is the

projection onto the j-th coordinate. Given that pj is an open map, there exists ε A 0

small enough and N > N such that ykj > Bε�y0
j � b pj�U� whenever k C N . On that note,

we have that

Wf�x, y1, . . . , ykj , . . . yn� � f�x, y1, . . . , y0
j , . . . , yn�

ykj � y
0
j

W B sup
yj>Bε�y0j �

W ∂f
∂yj

�x,y�W B g�x�
17



by the mean value theorem whenever k C N . Hence,

∂F

∂yj
�y1, . . . , y

0
j , . . . , yn� � lim

k�ª

F �x, y1, . . . , ykj , . . . yn� � F �x, y1, . . . , y0
j , . . . , yn�

ykj � y
0
j

� S lim
k�ª

f�x, y1, . . . , ykj , . . . yn� � f�x, y1, . . . , y0
j , . . . , yn�

ykj � y
0
j

dµ�x�
(by the Dominated Convergence Theorem)

� S ∂f

∂yj
�x, y1, . . . , y

0
j , . . . , yn� dµ�x�.

By the arbitrariness of �ykj �ªk�1, we see that the derivative commutes with the integral.

Corollary 1.28. Let f > L1�Rn�. Then, Âf > Cb�Rn� where Cb�Rn� is the space of bounded
and continuous functions on Rn. Furthermore, Y ÂfYu B YfYL1 where Y �Yu is the uniform norm.

Proof. It is clear that ξ ( f�x�e�2πiξ�x is continuous for all x > Rn, and that Sf�x�e�2πiξ�xS �Sf�x�S > L1�Rn� for all �x, ξ� > R2n. Hence, Âf is continuous on Rn by Lemma 1.27.

Finally, Y ÂfYu �� supξ>Rn S Âf�ξ�S B R Sf�x�S dx � YfYL1 @ª so Âf is also bounded.

We will later prove a slightly stronger result than Corollary 1.28. For now, we have enough
tools to derive some basic properties of taking the transform in Notation 1.24 on L1�Rn�
functions.

Lemma 1.29. Let f, g > L1�Rn�, let pj be the projection onto the j-th coordinate for 1 B j B n,
and let id be the identity map on Rn. Then,

1. Äτyf � e�2πiy�id Âf and τy Âf � � Æe2πiy�idf� for all y > Rn.

2. Ãδtf � � Âf�t for all t A 0 where � Âf�t is as in Notation 1.26.

3. ÄρOf � ρO Âf for all orthogonal transformations O.

4. Åf � g � ÂfÂg.

5. R Âfg dm � R fÂg dm.

6. If pjf > L1�Rn� for some 1 B j B n, then ∂ Âf
∂ξj

exists and ∂ Âf
∂ξj

� �2πiÃpjf .

7. If f > C0�Rn� and ∂f
∂xj

> L1�Rn� for some 1 B j B n, then Ã∂f
∂xj

� 2πipj Âf .

Proof.

1. Observe that

�Äτyf��ξ� � S f�x � y�e�2πiξ�x dx
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� S f�x�e�2πiξ��x�y� dx (by translation invariance of m)

� e�2πiξ�y Âf�ξ�,
and that

�τy Âf��ξ� � S f�x�e�2πi�ξ�y��x dx

� S f�x�e2πiy�xe�2πiξ�x dx

� � Æe2πiy�idf��ξ�
for all y, ξ > Rn.

2. Observe that

�Ãδtf��ξ� � S f�tx�e�2πiξ�x dx

� t�nS f�u�e�2πi ξ
t
�u du (by scaling with x � u

t )

� � Âf�t�ξ�
for all ξ > Rn and t A 0.

3. Observe that for all orthogonal transformations O,

�ÄρOf��ξ� � S f�Ox�e�2πiξ�x dx

� S f�u�e�2πiξ�OTu du (by letting u � Ox)

� S f�u�e�2πiOξ�u du (since O preserves dot products)

� ρO Âf�ξ�
for all ξ > Rn.

4. Observe that

�Åf � g��ξ� � S �S f�x � y�g�y� dy� e�2πiξ�x dx

� S �S f�x � y�e�2πiξ��x�y� dx� g�y�e�2πiξ�y dy (by Fubini’s Theorem)

� S Âf�ξ�g�y�e�2πiξ�y dy � Âf�ξ�Âg�ξ�
for all ξ > Rn.

5. Observe that

S Âf�ξ�g�ξ� dξ � S �S f�x�e�2πiξ�x dx� g�ξ� dξ
� S f�x� �S g�ξ�e�2πiξ�x dξ� dx (by Fubini’s Theorem)

� S f�x�Âg�x� dx.
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6. Note that S ∂∂ξj �f�x�e�2πiξ�x�S � S�2πixjf�x�e�2πiξ�xS � 2πSxjf�x�S for all �x, ξ� > R2n and

2πSpjf S > L1�Rn� by the assumption. Hence, by Lemma 1.27,

∂ Âf
∂ξj

�ξ� � S ∂

∂ξj
�f�x�e�2πiξ�x� dx

� �2πiS xjf�x�e�2πiξ�x dx

� �2πiÃpjf�ξ�
for all ξ > Rn.

7. Observe that

Ä∂f
∂xj

�ξ� �U ∂f

∂xj
e�2πiξ�x dxj d�xk�kxj (by Fubini’s Theorem)

� S ��f�x�e�2πiξ�x�xj�ª
xj��ª

� 2πiξj S f�x�e�2πiξ�x dxj� d�xk�kxj
(by integration by parts)

� 2πiξjU f�x�e�2πiξ�x dxj d�xk�kxj (since f > C0�Rn�)
� 2πiξj Âf�ξ� (by Fubini’s Theorem)

for all ξ > Rn.

The last part of Lemma 1.29 gives us a clue as to how we can tighten the space of Âf for
f > L1�Rn�. This is indeed captured by the Riemann-Lebesgue Lemma, of which is stated
and proved below.

Lemma 1.30 (Riemann-Lebesgue Lemma). Let f > L1�Rn�. Then, Âf > C0�Rn�.
Proof. There exist fk > Cª

c �Rn� with Yfk � fYL1 @ 1
k for all k > N by Remark 1.1. Observe

that

S Âfk�ξ�S � 1SξS Sξ Âfk�ξ�S B 1SξS
n

Q
j�1

Sξj Âfk�ξ�S (since SξS B Pnj�1 Sξj S)
�

1SξS
n

Q
j�1

W 1

2πi

Ä∂fk
∂xj

�ξ�W (by Lemma 1.29.7)

B
1

2πSξS
n

Q
j�1

]∂fk
∂xj

]
L1

(by Corollary 1.28)

for all ξ > Rn � �0� and k > N. Hence, we indeed see that Âfk > C0�Rn� for all k > N since we
already know that Âfk > Cb�Rn�. Note also from Corollary 1.28 that Y Âfk � ÂfYu � YÆfk � fYu BYfk �fYL1 for all k > N, so by the squeeze theorem we have that Âfk � Âf in the uniform norm.
Since C0�Rn� is closed under the uniform norm, we conclude that Âf > C0�Rn�.
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The Riemann-Lebesgue Lemma thus defines the Fourier transform and its “inverse”:

Definition 1.31 (Fourier Transform and Inverse). We define

F � L1�Rn�� C0�Rn�
f ( Âf

to be the Fourier transform. Similarly, we define

F�1
� L1�Rn�� C0�Rn�

f ( f-

to be the Inverse Fourier transform. Note that the Inverse Fourier transform is not
actually the inverse of the Fourier transform.

More care is needed to check when the Inverse Fourier transform actually behaves like an
inverse. Before that discussion, we shall first identify a function that remains fixed under
the Fourier transform. This property will be useful for us later.

Lemma 1.32. Let φ�x� �� e�πSxS2 for all x > Rn. Then, Âφ � φ.

Proof. Let pj be the projection onto the j-th coordinate for 1 B j B n. Clearly, φ, pjφ,
∂φ
∂xj

>

L1�Rn� 9C0�Rn� for all 1 B j B n. Note also that 1
φ�x� � e

πSxS2 for all x > Rn. Hence,

∂

∂ξj
� Âφ�ξ�
φ�ξ�� � 2πξj

Âφ�ξ�
φ�ξ� � 1

φ�ξ� ∂
Âφ

∂ξj
�ξ� (by the product rule)

� 2πξj
Âφ�ξ�
φ�ξ� � 2πi

φ�ξ� Ãpjφ�ξ� (by Lemma 1.29.6)

� 2πξj
Âφ�ξ�
φ�ξ� � i

φ�ξ�
Ä∂φ
∂xj

�ξ� (since ∂φ
∂xj

� �2πapjφ)

� 2πξj
Âφ�ξ�
φ�ξ� � 2π

φ�ξ�ξjÂφ�ξ� � 0 (by Lemma 1.29.7)

for all ξ > Rn and for all 1 B j B n. Since all partial derivatives of 1
φ
Âφ are zero, it must be the

case it is constant. In that regard,

1

φ
Âφ �

Âφ�0�
φ�0� � Âφ�0� � S e�πSxS

2

dx �
n

M
j�1
S e�πx

2
j dxj �

n

M
j�1

1 � 1

by Fubini’s Theorem. Rearranging the above gives our desired result, so we are done.

The following lemma gives a useful way to approximate functions via convolutions with
functions that progressively focuses their ‘masses’ at the origin. We shall see later that
approximating in this manner will allow us to verify the invertibility of the Fourier transform
under some nice conditions.
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Lemma 1.33. Let p > �1,ª�, and let f > Lp�Rn�. Let φ > L1�Rn� be such that R φ dm � c > C.
Then,

lim
t�0

Yf � φt � cfYLp � 0.

Proof. Observe that

f � φt�x� � cf�x� � S f�x � y�φt�y� dy � f�x�S φ�y� dy
� S �f�x � y� � f�x��φt�y� dy (since R φ dm � R φt dm)

� S �f�x � tu� � f�x��φ�u� du
(by scaling with y � tu; note that tn from scaling cancels out t�n from φt)

� S ��τtuf��x� � f�x��φ�u� du
for all x > Rn. Hence, by Minkowski’s inequality for integrals, we have that

Yf � φt � cfYLp B S Yτtuf � fYLp Sφ�u�S du.
We will now show that Yτtuf � fYLp converges to 0 for any u > Rn. Let ε A 0. Given that
f > Lp�Rn�, there exists g > Cc�Rn� such that Yg � fYLp @ ε

3 by Remark 1.1. Note then
that if Br�0� contains the support of g (by boundedness of its support), then Br�tSuS�0� also

contains the support of τtug for all t C 0. Hence, K �� Br�SuS�0� c �t>�0,1�Br�tSuS�0� contains
the support of τtug � g whenever t > �0,1�. On that note,

0 B Yτtug � gYpLp � S Sτtug � gSp dm
B Yτtug � gYpum�K�

for all t > �0,1�. Hence, by the squeeze theorem and uniform convergence of τtug to g, we
have that limt�0 Yτtug � gYLp � 0. In that regard, there exists t > �0,1� small enough such
that Yτtug � gYLp @ ε

3 . Thus,

Yτtuf � fYLp B Yτtu�f � g�YLp � Yτtug � gYLp � Yg � fYLp @ ε.
Therefore, by the arbitrariness of ε and u, we indeed have that limt�0 Yτtuf � fYLp � 0 for all
u > Rn.

Now, note that Yτtuf � fYLp Sφ�u�S B 2YfYLp Sφ�u�S for all u > Rn and that 2YfYLp SφS > L1�Rn�.
Therefore, by the Dominated Convergence Theorem,

lim
t�0

Yf � φt � cfYLp � S lim
t�0

Yτtuf � fYLp Sφ�u�S du � 0.

We are now ready to invert the Fourier transform.
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Theorem 1.34 (Fourier Inversion Theorem). Let f > L1�Rn� be such that Âf > L1�Rn�. Then,
f�x� � � Âf�-�x� for almost every x > Rn and � Âf�- �Ãf-.

Proof. Let φ be the Gaussian function as in Lemma 1.32. Note that R φ dm � 1 as
noted in the end of the proof of that proposition. Let φt be as in Notation 1.26. Let
gx,t�ξ� �� e2πiξ�x�δtφ��ξ� for all x, ξ > Rn and t A 0. Then,

Ãgx,t�y� � �τxÃδtφ��y� (by Lemma 1.29.1)

� �Ãδtφ��y � x�
� �Âφ�t�y � x� (by Lemma 1.29.2)

� φt�y � x� � φt�x � y� (by Lemma 1.32)

for all x,y > Rn and t A 0. Now, given that limk�ª Yf � φ 1
k
� fYL1 by Lemma 1.33, there

exists a subsequence �f � φ 1
kj

�ªj�1 that converges to f almost everywhere. Note also that

S Âf�ξ�gx,t�ξ�S � S Âf�ξ�e�πt2SξS2 S B S Âf�ξ�S > L1�Rn� for all x, ξ > Rn and t A 0 by our assumption.
Hence, for almost every x > Rn,

f�x� � lim
j�ª

f � φ 1
kj

�x�
� lim
j�ª

S f�y�Ågx, 1
kj

�y� dy
� lim
j�ª

S Âf�ξ�gx, 1
kj

�ξ� dξ (by Lemma 1.29.5)

� S lim
j�ª

Âf�ξ�e2πiξ�xe
�
π

k2
j

SξS2
dξ (by the Dominated Convergence Theorem)

� S Âf�ξ�e2πiξ�x dξ � � Âf�-�x�.
Since f-�x� � Âf��x� for all x > Rn, it follows that � Âf�- �Ãf- so we are done.

Remark 1.35. Since Lp spaces are technically spaces of equivalence classes functions (so that
they can be viewed as complete, normed vector spaces), we can see that F is an automorphism
on �f > L1�Rn� � Âf > L1�Rn��.

Notation 1.36. We write L1
F
�Rn� �� �f > L1�Rn� � Âf > L1�Rn��, i.e. the space of integrable

functions whose Fourier transforms are also integrable.

We will often use L1
F
�Rn� as an intermediate space to prove results. In particular, we will

extend operators initially defined on L1
F
�Rn� to operators on other Lp spaces. The following

lemma makes this idea more concrete.

Lemma 1.37. Let �X , Y � YX � and �Y , Y � YY� be complete, normed vector spaces. Let V be a
dense subspace of X , and let T be a bounded linear operator from V to Y. Then, T extends
uniquely to a bounded linear operator ÇT from X to Y with the same operator norm (we will
generally useÇ� to denote an extension of an operator unless otherwise stated).

Furthermore, if T is a linear isometry on V and T �V� is dense in Y, then ÇT is an isometric
isomorphism.
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Proof. Observe that for any Cauchy sequence �xj�ªj�1 b V, we have that YTxj � TxkYY B

cYxj �xkYX for all j, k > N for some c A 0 by boundedness, which means that �Txj�ªj�1 is also

a Cauchy sequence in Y . By the completeness of Y , we define ÇTx to be the limit of Txj
for any Cauchy sequence �xj�ªj�1 b V converging to x > X (it is clear that this extension is

well defined). Furthermore, YÇTxYY B cYxYX for all x > X iff YTvYY B cYvYX for all v > V by
density, so the operator norm remains the same. Now, suppose T � was another extension
of T . Then, T �x � ÇTx � limj�ª T �xj � limj�ª

ÇTxj � limj�ª Txj � Txj � 0 for all Cauchy
sequences �xj�ªj�1 b V converging to x > X . Hence, the extension is indeed unique.

Suppose T is linear isometry on V, and that T �V� is dense in Y . Note that T,T �1 are isometric
isomorphisms between V and T �V�. Now, T extends (like in the previous paragraph) as
an isometry since YÇTxYY � Y limj�ª TxjYY � limj�ª YTxjYY � limj�ª YxjYX � YxYX for all
Cauchy sequences �xj�ªj�1 b V converging to x > X by the continuity of norms. The same

applies to T �1 � T �V� � X . Furthermore, ÉT �1ÇTx � ÉT �1 limj�ª Txj � limj�ª T �1Txj �

limj�ª xj � x and ÇTÉT �1y � limj�ª TT �1yj � limj�ª yj � y for all Cauchy sequences �xj�ªj�1 b

V and �yj�ªj�1 b T �V� converging to x > X and y > Y respectively, so we are done.

As Lemma 1.37 suggests, we will need L1
F
�Rn� to be dense in Lp�Rn� if we want to be able

to extend any operators defined on L1
F
�Rn�.

Lemma 1.38. L1
F
�Rn� is dense in Lp�Rn� for all p > �1,ª� with respect to the Lp norm for

all p > �1,ª�.
Proof. Let f > L1

F
�Rn�. Note that Cª

c �Rn� is closed under multiplication by polynomials
and differentiation, and that Cª

c �Rn� b L1�Rn� 9C0�Rn�. Hence, for any ξ > Rn �B1�0�,
S Âf�ξ�S � 1�1 � SξS�n�1

�1 � SξS�n�1S Âf�ξ�S
B � 2

1 � SξS�
n�1 SξSn�1S Âf�ξ�S (since SξS C 1)

B � 2

1 � SξS�
n�1 SξSn n

Q
j1�1

Sξj1 Âf�ξ�S (since SξS B Pnj1�1 Sξj1 S)
B � 2

1 � SξS�
n�1 n

Q
j1,...,jn�1�1

Sξj1�ξjn�1 Âf�ξ�S
� � 2

1 � SξS�
n�1 n

Q
j1,...,jn�1�1

W 1�2πi�n�1

Æ∂n�1f

∂xj1�∂xjn�1
�ξ�W (by Lemma 1.29.7)

B
1�1 � SξS�n�1

π�n�1
n

Q
j1,...,jn�1�1

] ∂n�1f

∂xj1�∂xjn�1
]
L1

. (by Corollary 1.28)

Let c �� π�n�1Pnj1,...,jn�1�1 Y ∂n�1f
∂xj1�∂xjn�1

YL1 . Then,

S S Âf�ξ�S dξ B S
B1�0�

S Âf�ξ�S dξ � S
Rn�B1�0�

S Âf�ξ�S dξ
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B Y ÂfYum�B1�0�� � S
Rn�B1�0�

c�1 � SξS�n�1
dξ

B YfYL1m�B1�0�� � cS 1�1 � SξS�n�1
dξ @ª.

Hence, Âf > L1�Rn� as well. Therefore, Cª
c �Rn� b L1

F
�Rn� by the arbitrariness of f .

Now, by the Fourier Inversion Theorem (Theorem 1.34), we have that �F�1 Âf��x� � f�x� for
almost every x > Rn for each f > L1

F
�Rn�. Since F�1 Âf > C0, we have that f > Lª�Rn� for all

f > L1
F
�Rn�. Hence, L1

F
�Rn� b L1�Rn�9Lª�Rn�. Note also that if f > L1�Rn�9Lª�Rn�, thenSf Sp � Sf Sp�1 � Sf S B YfYp�1

ª Sf S > L1�Rn�. In that regard, L1�Rn� 9Lª�Rn� b Lp�Rn�. Therefore,
Cª
c �Rn� b L1

F
�Rn� b Lp�Rn� which means that L1

F
�Rn� is dense in Lp�Rn� with respect to

the Lp norm by Remark 1.1.

We are now ready to extend the Fourier Transform. One should observe that we cannot
extend it from L1�Rn�, but we can extend it from L1�Rn� 9 L2�Rn� by using the fact that
it extends from L1

F
�Rn�. This will essentially allow us to view the Fourier Transform as an

operator on L2�Rn�, but we will make a small distinction since we extended it from a strict
subspace of L1�Rn�. This extension theorem is known as the Plancherel Theorem.

Theorem 1.39 (Plancherel Theorem). F�L1�Rn� 9 L2�Rn�� b L2�Rn� and F SL1�Rn�9L2�Rn�
extends uniquely to a unitary isomorphism P on L2�Rn�. We call P the Plancherel trans-
form.

Proof. Let L1
F
�Rn�. By Lemma 1.38, we have that L1

F
�Rn� is dense in L2�Rn� with respect

to the L2 norm. Let f, g > L1
F
�Rn�. By the Fourier Inversion Theorem (Theorem 1.34), we

have that ÂÂg�ξ� � S Âg�x�e�2πiξ�x dx � S Âg�x�e2πiξ�x dx � �Âg�-�ξ� � g�ξ�
for almost every ξ > Rn. Hence, by Lemma 1.29.5, we have that

S fg dm � S fÂÂg dm � S ÂfÂg dm
which means that F SL1

F
�Rn� preserves the L2 inner product on X by the arbitrariness of f, g.

In that regard, F SL1
F
�Rn� is an isometry. Furthermore, since F SL1

F
�Rn��L1

F
�Rn�� � L1

F
�Rn�

by Theorem 1.34, it follows that F SL1
F
�Rn� extends uniquely to an isometric isomorphismËF SL1

F
�Rn� on L2�Rn� by Lemma 1.37. In particular, ËF SL1

F
�Rn� is unitary on L2�Rn� by the

continuity of inner products.

Now, since L1
F
�Rn� b L1�Rn� 9 L2�Rn�, we will need to show that ËF SL1

F
�Rn�SL1�Rn�9L2�Rn� �

F SL1�Rn�9L2�Rn� to conclude that P is indeed a unitary isomorphism on L2�Rn� since P is
supposed to be the extension of F SL1�Rn�9L2�Rn�. In that regard, let f > L1�Rn� 9 L2�Rn�
and let φ be the Gaussian function as in Lemma 1.32. Then, f � φt > L1

F
�Rn� for all

t A 0 where φt is as in Notation 1.26 because f � φt > L1�Rn� by Young’s inequality, andÆf � φt � Âf Âφt � t�n ÂfÅδt�1φ � t�n Âf�Âφ� 1
t
� t�n Âfφ 1

t
� Âfδtφ > L1�Rn� by Lemmas 1.29.2,4 and

1.32 and the boundedness of Âf . Hence, ËF SL1
F
�Rn�f � limt�0

Æf � φt � � Ælimt�0 f � φt� � Âf (with
respect to the L2 norm) by Lemma 1.33 and continuity of the Fourier transform. By the
arbitrariness of f , we are done.
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Remark 1.40. Many authors initially define the Fourier transform on L1
F
�Rn� (or on a

finer space of functions called the Schwartz space) instead of on L1�Rn� like above. If F was
defined on L1

F
�Rn� instead, then there would be no need to introduce the Plancherel transform

P. Note that by our current definition of F and P, Ff is defined and Pf is not defined
when f > L1�Rn� �L2�Rn�.
1.5 The Ball Multiplier

Recall from Notation 1.36 that L1
F
�Rn� � �f > L1�Rn� � Âf > L1�Rn��. This makes the

following operator well defined.

Definition 1.41 (Multiplier Operator). Let m > Lª�Rn�. Then,

Tm � L1
F�Rn�� L2�Rn�

f ( �mÂf�-
is the multiplier operator with symbol m, and m is a multiplier.

From the definition above, we can see the multipliers are essentially bounded functions that
perturb the frequency space of a function. As we did for the Fourier Transform, we can also
extend multiplier operators to L2 bounded linear operators.

Remark 1.42. Note that by the Plancherel Theorem (Theorem 1.39) and Hölder’s inequality,YTmfYL2 � YmÂfYL2 B YmYLªY ÂfYL2 � YmYLªYfYL2 for all f > L1
F
�Rn�. Hence, Tm always

extends to an L2�Rn� � L2�Rn� bounded linear operator by Lemmas 1.37 and 1.38 (note
also that Tmf > L2�Rn� 9C0�Rn� for all f > L1

F
�Rn�).

In that regard, we will, from now on, identify the extension ÈTm with the multiplier operator
Tm.

Lemma 1.43. Let �X , Y � YX � and �Y , Y � YY� be complete, normed vector spaces. Let V be a
dense subspace of X , and let T be a bounded linear operator from V to Y. Let R be a bounded
linear operator from Y to Y, and let S be a bounded linear operator from X to X such that
S�V� � V. Then, ÊRTS � RÇTS whereÇ� has the meaning in Lemma 1.37.

Proof. Observe that ÊRTSx � limj�ªRTSxj � R limj�ª TSxj � RÇTSx for all Cauchy
sequences �xj�ªj�1 b V converging to x > X .

Corollary 1.44. Tm � P�1mP where P is the Plancherel transform as defined in the
Plancherel Theorem (Theorem 1.39).

Proof. By the Plancherel Theorem (Theorem 1.39), we have that P�1mPf � P�1�mÂf� ��mÂf�- for all f > L1
F
�Rn� (note that mÂf > L1�Rn�9L2�Rn� since Âf > L1�Rn� and by Remark

1.42). Given that P�L1
F
�Rn�� � L1

F
�Rn�, it follows from Lemma 1.43 that Tm � P�1mP .
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Multipliers help enrich our understanding of the Fourier transform by serving as tools to make
sense of how we may extend the Fourier Inversion Theorem (Theorem 1.34) to functions in
Lp�Rn�. Consider the Bochner-Riesz operators given by

�Sδrf��x� �� S
Br�0�

Âf�ξ� �1 �
SξS2
r2
�δ e2πiξ�x dξ

for δ C 0, r A 0 and f > L1
F
�Rn�. From [3], if we want f � limr�ª Sδrf to hold in the Lp

sense when n C 2 (such convergence holds for all p > �1,ª� when n � 1), then it suffices
to make sure Sδ1 can be extended to a bounded operator from Lp�Rn� to Lp�Rn�. If δ A 0,
it is necessary that δ A max�n � S1p � 1

2 S � 1
2 ,0� for Sδ1 to be Lp bounded. However, it is not

known yet whether the condition is sufficient when n C 3. This is known as the Bochner-
Riesz conjecture. On the other hand, if δ � 0, then S0

1 can only be bounded from L2�Rn�
to L2�Rn�. The proof of this can be found in Section 4. Note that S1

0 is essentially the
multiplier operator whose symbol is the characteristic function of a unit ball.

We will now pay special attention to multipliers that are characteristic functions, as these
shall later help us prove that S1

0 cannot be extended. These operators essentially cut out
portions of the frequency space of functions, and they are notated as follows.

Notation 1.45. If the multiplier is a characteristic function χE for some measurable E b Rn,
we write SE �� TχE .

Remark 1.46 (Ball Multiplier Operator). SB1�0� � S
1
0 is the ball multiplier operator.

We will now derive some basic properties of these multiplier operators whose symbols are
characteristic functions to conclude this section.

Lemma 1.47. Let E b Rn be measurable and let f > L2�Rn�. Then,

1. SE � τ�ySEτyf � SE and SE�y � e2πiy�idSE�e�2πiy�idf� for all y > Rn, where E � y is
a translation of E by y (note that the first equality implies that translation commutes
with SE).

2. StE � δtSEδt�1 for all t A 0, where tE is a scaling of E by t.

3. SOE � ρOTSEρO for all orthogonal transformations O, where OE is a rotation of E by
O.

4. If �Ej�ªj�1 is an increasing collection of subsets in Rn, i.e. E1 b E2 b . . . , such that
E � �ªj�1Ej, then SEf � limj�ª SEjf with respect to the L2 norm.

5. If E � E1�E2 and f � f1f2 where E1 b Rn1, E2 b Rn2 are measurable and f1 > L2�Rn1�,
f2 > L2�Rn2� (with n1 � n2 � n), then SEf � SE1f1 � SE2f2.

Proof. By Lemma 1.43, it suffices to check that the operators in 1,2 and 3 are equal on
L1
F
�Rn�.
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1. Observe that

�τ�ySEτyf��x� � S
E

Äτyf�ξ�e2πiξ��x�y� dξ

� S
E
e�2πiξ�y Âf�ξ�e2πiξ��x�y� dξ (by Lemma 1.29.1)

� �SEf��x�,
and that

�SE�yg��x� � S
E�y

Âg�ξ�e2πiξ�x dξ

� S
E
τ�yÂg�ξ�e2πi�ξ�y��x dξ (by translation invariance of m)

� e2πiy�xS
E
� Æe�2πiy�idg��ξ�e2πiξ�x dξ

� e2πiy�x�SE�e�2πiy�idg���x�
for all x,y > Rn and g > L1

F
�Rn�.

2. Observe that

�StEg��x� � S
tE
Âg�ξ�e2πiξ�x dξ

� S
E
�Âg� 1

t
�u�e2πiu�tx du

(by scaling with ξ � tu; �Âg� 1
t

has the meaning in Notation 1.26)

� S
E

Äδ 1
t
g�u�e2πiu�tx du (by Lemma 1.29.2)

� �δtSEδt�1g��x�
for all x > Rn, g > L1

F
�Rn� and t A 0.

3. Observe that for all orthogonal transformations O,

�SOEg��x� � S
OE
Âg�ξ�e2πiξ�x dξ

� S
E
Âg�Ou�e2πiOu�x du (by letting u � OT ξ)

� S
E
ÄρOg�u�e2πiu�OTx du

(By Lemma 1.29.3 and since O preserves dot products)

� �ρOTSEρOg��x�
for all x > Rn and g > L1

F
�Rn�.

4. Let µ�F � �� RF SPf S2 dm for all measurable F b Rn. Note that µ is a finite measure
since Pf > L2�Rn�. In that regard,

lim
j�ª

YSEf � SEjfYL2 � lim
j�ª

YP�1�χE�EjPf�YL2 (by Corollary 1.44)
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� lim
j�ª

YχE�EjPfYL2

(by the Plancherel Theorem (Theorem 1.39))

� lim
j�ª

»
µ�E �Ej� � 0.

(by continuity from above and since µ is finite)

5. By Lemma 1.38, there exist sequences �gk�ªk�1 b L
1
F
�Rn1� and �hk�ªk�1 b L

1
F
�Rn2� such

that f1 � limk�ª gk and f2 � limk�ª hk with respect to the L2 norm. Hence,

Yf1f2 � gkhkYL2 � Yf1�f2 � hk� � hk�f1 � gk�YL2

B Yf1�f2 � hk�YL2 � Yhk�f1 � gk�YL2

� Yf1YL2Yf2 � hkYL2 � YhkYL2Yf1 � gkYL2 . (by the Tonelli Theorem)

by L2 convergence of gk and hk, it is clear that the right hand side converges to
0 (one can easily check that YhkYL2 � Yf2YL2 by L2 convergence as well). Hence,
f � limk�ª gkhk with respect to the L2 norm by the squeeze theorem (note also that
gkhk > L1

F
�Rn� for all k > N by Fubini’s theorem; in particular, Ägkhk � Âgk Âhk). On that

note,

SEf � lim
k�ª

SE�gkhk�
� lim
k�ª

S
E1�E2

Âgk�ξ1� Âhk�ξ2�e2πiξ�id dξ (where ξ � �ξ1, ξ2�)
� lim
k�ª

S
E1

Âgk�ξ1�e2πiξ1�id1 dξ1S
E2

Âhk�ξ2�e2πiξ2�id2 dξ2

(by Fubini’s theorem; note that id � id1 � id2)

� lim
k�ª

SE1gk � SE2hk

� SE1f1 � SE2f2

so we are done.

2 The Kakeya Sets

To understand the importance of the conditions for nicely shrinking sets, we first turn our
attention to the Kakeya Needle Problem. A Kakeya set or Besicovitch set is a set in
Rn such that it contains a unit line segment in any orientation, and the Kakeya Needle
Problem asks whether there is a Kakeya set of minimum area in Rn. As we shall see later,
there is indeed no minimal Kakeya set, and the infimum of measures of all Kakeya sets is
0. In this section, we only construct Kakeya sets in R2. In particular, these constructions
can have arbitrarily small measures. The first construction involves partitioning a triangle
into subtriangles, and then translating the subtriangles to maximize the degree of overlap
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Figure 2.1: The triangle (left) is partitioned into subtriangles (middle) to produce the
Perron Tree (right).

between them. This construction is called a Perron Tree, and an example is provided in
Figure 2.1.

The second construction involves placing rectangles into each subtriangle of the Perron Tree.
The union of these rectangles also form a Besicovitch set. In that regard, we shall call it
a Rectangular Besicovitch set. Although the Perron Tree is easier to describe, the
Rectangular Besicovitch set is more useful for proving other results. Both constructions can
be found in [3], but I have included more detail on how the sets can be constructed. Before
proceeding with the formalization of the constructions, we shall first familiarize ourselves
with some notation:

Notation 2.1.

1. ∆ABC b R2 is a (solid) triangle with vertices at A,B,C > R2.

2. AB b Rn is a line segment between A and B.

3.
Ð�
AB �� B �A is the direction vector from A to B in Euclidean space.

4. Y � Y is the usual Euclidean norm.

Definition 2.2 (Perron Tree). Let N > N and α > �1
2 ,1�. A �N,α�-Perron Tree PN,α�∆ABC� b

R2 generated by a triangle ∆ABC is constructed in the following manner:

Let t0, t1, . . . , t2N > AB evenly partition the line segment AB with t0 � A and t2N � B, and
let A0,j �� tj�1, B0,j �� tj and C0,j �� C for each 1 B j B 2N . We then inductively define the
following for each 1 B i B N and 1 B j B 2N :

ci,j �� 
j � 2i�1 � 1

2i
� ,

vi �� �1 � α�ÐÐÐÐ�Bi�1,2iA,

Ai,j �� Ai�1,j � ci,jvi,

Bi,j �� Bi�1,j � ci,jvi,

Ci,j �� Ci�1,j � ci,jvi,

where 
�� is the floor function. From this, we make the following definitions for each 0 B i B N
and 1 B j B 2N :

1. Ti,j
N,α�∆ABC� �� ∆Ai,jBi,jCi,j is the �i, j�-th subtriangle of PN,α�∆ABC�.
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2. SiN,α�∆ABC� �� �2N

j�1 Ti,j
N,α�∆ABC� is the i-th stage of PN,α�∆ABC�.

3. Di is the intersection of the line segments AC and Bi,2NCi,2N .

4. Hi
N,α�∆ABC� �� ∆ABi,2NDi is the i-th heart of PN,α�∆ABC�.

The �N,α�-Perron Tree is thus PN,α�∆ABC� �� SNN,α�∆ABC�. When N � 1, we also
define Eα�∆ABC� �� P1,α�∆ABC� �H1

1,α�∆ABC� to be the α-ears of ∆ABC.

A0;1

B0;1

A0;2

B0;2

A0;3

B0;3

A0;4

B0;4

C0;jD0

S0
2; 3

4

("ABC)

A1;1

B1;1

A1;2

B1;2

A1;3

B1;3

A1;4

B1;4

C1;4 C1;2C1;3 C1;1

D1

S1
2; 3

4

("ABC)

A2;1

B2;1

C2;1

A2;2

B2;2

C2;2

A2;3

B2;3

C2;3

A2;4

B2;4

C2;4

D2

S2
2; 3

4

("ABC)

Figure 2.2: Three stages of P2, 3
4
�∆ABC� with A � �0,0�, B � �4,0� and C � �3,2�.

Remark 2.3. One can easily deduce with reference to Figure 2.2 that

1. ∆ABC � S0
N,α�∆ABC� � H0

N,α�∆ABC�.
2. Ai,1 � A and Ci,1 � C and Bi,1 � B0,1 for all 0 B i B N .

3. Hi
N,α�∆ABC� is similar to ∆ABC for each 0 B i B N .

To prove that the measures of Perron Trees can get arbitrarily small, we first need to calculate
the measures of certain components of the Perron Trees. These calculations are highlighted
in the following two lemmas.

Lemma 2.4. Let ∆ABC b R2, N > N and α > �1
2 ,1�. Then, m�Hi

N,α�∆ABC�� � α2i �

m�∆ABC� for each heart of PN,α�∆ABC�.
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Proof. Note that for any 1 B i B N , ci,2N � 
2N�2i�1�1
2i

� � 
2N�i � 1
2 � 2�i� � 2N�i, and that

2N�i �YÐÐÐÐ�Bi�1,2iAY � YÐÐÐÐÐ�Bi�1,2NAY as can be observed from the above example. This fact combined

with the inductive definitions of the vertices, gives us Bi,2N � Bi�1,2N � 2N�i�1 � α�ÐÐÐÐ�Bi�1,2iA �

Bi�1,2N � �1 � α�ÐÐÐÐÐ�Bi�1,2NA which means that
ÐÐÐÐ�
Bi,2NA � �1 � �1 � α��ÐÐÐÐÐ�Bi�1,2NA � α �

ÐÐÐÐÐ�
Bi�1,2NA

and so YÐÐÐÐ�Bi,2NAY � α � YÐÐÐÐÐ�Bi�1,2NAY. Given that each Hi
N,α�∆ABC� is similar to ∆ABC, it

follows that m�Hi
N,α�∆ABC�� � α2 �m�Hi�1

N,α�∆ABC��. Since H0
N,α�∆ABC� � ∆ABC, we

conclude that m�Hi
N,α�∆ABC�� � α2i �m�∆ABC� for each heart of PN,α�∆ABC�.

Lemma 2.5. Let ∆ABC b R2 and α > �1
2 ,1�. Then, m�Eα�∆ABC�� � 2�1�α�2 �m�∆ABC�

and m�P1,α�∆ABC�� � �α2 � 2�1 � α�2� �m�∆ABC�.
Proof. Let ` be the line parallel to AB passing through D1. Let M1 be the intersection
of ` and A1,2C1,2, and let M2 be the intersection of ` and B1,1C1,1. Then, ∆D1M2C1,1

and ∆M1D1C1,2 are similar to ∆A1,1B1,1C1,1 and ∆A1,2B1,2C1,2 respectively. Note thatYÐÐÐ�D1M2Y � �1 � α� � YÐÐÐÐ�A1,1B1,1Y and YÐÐÐ�M1D1Y � �1 � α� � YÐÐÐÐ�A1,2B1,2Y. Hence, m�∆D1M2C1,1� ��1 � α�2 �m�∆A1,1B1,1C1,1� and m�∆M1D1C1,2� � �1 � α�2 �m�∆A1,2B1,2C1,2�. Given that

m�∆A1,1B1,1C1,1� �m�∆A1,2B1,2C1,2� � m�∆ABC�
2 , then m�∆D1M2C1,1 8∆M1D1C1,2� � �1 �

α�2 �m�∆ABC�.

A1;1 B1;1

C1;1

A1;2 B1;2

C1;2

D1

M1 M2

N1 N2

Figure 2.3: P1, 3
4
�∆ABC� with A � �0,0�, B � �4,0� and C � �3,2�. The shaded region is

E 3
4
�∆ABC�.

Let N1 be the intersection of A1,1C1,1 and A1,2C1,2, and let N2 be the intersection of
B1,2C1,2 and B1,1C1,1. Observe that ∆M1D1C1,2 and ∆D1M2C1,1 are congruent to ∆D1M2N2

and ∆M1D1N1 respectively. Therefore, m�Eα�∆ABC�� � m�∆D1M2C1,1 8 ∆M1D1C1,2� �
m�∆M1D1N1 8∆D1M2N2� � 2�1 � α�2 �m�∆ABC�.
Finally, m�P1,α�∆ABC�� �m�H1

1,α�∆ABC���m�Eα�∆ABC�� � �α2�2�1�α�2��m�∆ABC�
by Lemma 2.4.

Theorem 2.6 (Perron Tree Estimate). Let N > N, α > �1
2 ,1� and ∆ABC b R2. Then,

m�PN,α�∆ABC�� B �α2N � 2�1 � α�� �m�∆ABC�.
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Proof. We can view PN,α�∆ABC� as a union of HN
N,α�∆ABC� and ears generated by

2i-tuples of subtriangles. An example is provided in Figure 2.4.

5
P4

j=1 m(E 3
4
(H0

1; 3
4

("A0;2(j!1)+1B0;2jC))) 5
P2

j=1 m(E 3
4
(H1

2; 3
4

("A0;4(j!1)+1B0;4jC)))

= m(E 3
4
(H2

3; 3
4

("ABC))) = m(H3
3; 3

4

("ABC))

Figure 2.4: P3, 3
4
�∆ABC� with A � �0,0�, B � �4,0� and C � �3,2�. The shaded regions are

bounded or equal to the correspoinding measures.

Hence, by subadditivity and translation invariance of m, we have that

m�PN,α�∆ABC�� Bm�HN
N,α�∆ABC�� � N

Q
i�1

2N�i

Q
j�1

m�Eα�Hi�1
i,α �∆A0,2i�j�1��1B0,2ijC���

� α2N
�m�∆ABC� � N

Q
i�1

2N�i

Q
j�1

2�1 � α�2
� α2i�2

�m�∆A0,2i�j�1��1B0,2ijC�
(by Lemmas 2.4 and 2.5)

� α2N
�m�∆ABC� � 2�1 � α�2

N

Q
i�1

α2i�2
� 2N�i �m�∆AB0,2iC�

(since YÐÐÐ�AB0,2iY � YÐÐÐÐÐÐÐÐÐÐ�A0,2i�j�1��1B0,2ijY for all 1 B j B 2N�i for all 1 B i B N)

� α2N
�m�∆ABC� � 2�1 � α�2

N

Q
i�1

α2i�2
�m�∆ABC�

(since YÐÐÐ�AB0,2iY � YÐ�ABY
2N�i )

B �α2N
� 2�1 � α�2

ª

Q
i�1

α2i�2� �m�∆ABC�
� �α2N

�
2�1 � α�2

1 � α2
� �m�∆ABC� � �α2N

�
2�1 � α�

1 � α
� �m�∆ABC�
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B �α2N
� 2�1 � α�� �m�∆ABC�. (since α A 0)

Notation 2.7. For any l,w A 0, x > R2 and v > S1 b R2 (with S1 being the unit circle), we
define Rv

l,w�x� b R2 to be a rectangle with side lengths l and w centered at x, and with the

sides of length l parallel to 0v.

Theorem 2.8 (Existence of the Rectangular Besicovitch set). For all ε A 0, there exist
L > N, xi > R2 and vi > S1 for 1 B i B 2L such that

1. m��2L

i�1 Rvi
1,2�L

�xi�� @ ε, and

2. m��2L

i�1 Rvi
1,2�L

�xi � 2vi�� � 1.

The set �2L

i�1 Rvi
1,2�L

�xi� is the Rectangular Besicovitch set.

Proof. The main idea of the proof is to strategically place the rectangles into each subtri-
angle of the Perron tree. With that in mind, let A �� �0,0� B �� � 4º

3
,0� and C �� � 2º

3
,2�.

Then, ∆ABC is an equilateral triangle with height 2 and m�∆ABC� � 4º
3
. Given that

limα�1 2�1�α� � 0 and limN�ªα2N � 0 for all 1
2 @ α @ 1, there exists N > N large enough and

α very close to 1 such that m�PN,α�∆ABC�� @ ε
4 by Theorem 2.6.

At this point, we want to show that rectangles can fit in the subtriangles by adjusting
the length of the shorter sides of the rectangles by a constant factor. Let L �� N � 2, let
Mj > AN,jBN,j be such that CN,jMj bisects �BN,jCN,jAN,j, let xj > CN,jMj be such that

YÐÐÐ�xjCN,jY � 1, and let vj ��
ÐÐÐÐÐ�
MjCN,j

YÐÐÐÐÐ�MjCN,jY
for each 1 B j B 2N . Suppose for contradiction that there

exists j0 such that R
vj0
1,2�L

�xj0� Ú TN,j0
N,α �∆ABC�. Then, the shorter edge of R

vj0
1,2�L

�xj0� that

is closer to CN,j0 must protrude from TN,j0
N,α �∆ABC�, and intersect the subtriangle at some

points P1 > AN,j0CN,j0 and P2 > BN,j0CN,j0 . In that regard, YÐÐ�P1P2Y B 2�L.

AN;j0 BN;j0

CN;j0

Mj0

xj0

P1
P2

P0

Figure 2.5: TN,j0
N,α �∆ABC� with the grey rectangle R

vj0
1,2�L

�xj0� assumed to not fit inside.
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Note that P1P2 is perpendicular to CN,j0Mj0 , and that the midpoint of P1P2 is equal to the
intersection of CN,j0Mj0 and P1P2. We shall call this point P0 as seen in Figure 2.5.

Now, sin��AN,j0BN,j0CN,j0� > �º3
2 ,1� because �AN,j0BN,j0CN,j0 > �π3 , 2π

3 �, and YÐÐÐÐÐÐ�AN,j0CN,j0Y >�2, 4º
3
� by how we defined ∆ABC. By the sine rule, we at least know that

sin��BN,j0CN,j0AN,j0� � 2�N �
4º
3
�
sin��AN,j0BN,j0CN,j0�YÐÐÐÐÐÐ�AN,j0CN,j0Y C 2�N�1

�
º

3 A 2�N�1.

Hence,

YÐÐ�P1P2Y � YÐÐ�P1P0Y � YÐÐ�P0P2Y
�

1

2
� �tan��P0CN,j0P1� � tan��P2CN,j0P0��

(by simple trigonometry and the fact that YÐÐÐÐ�P0CN,j0Y � 1
2)

� tan��BN,j0CN,j0AN,j0
2

� (since �P0CN,j0P1 ��P2CN,j0P0 �
�BN,j0CN,j0AN,j0

2 )

C sin��BN,j0CN,j0AN,j0
2

� C sin��BN,j0CN,j0AN,j0�
2

A 2�N�2 � 2�L.

However, this contradicts with the fact that YÐÐ�P1P2Y B 2�L so it follows that R
vj
1,2�L

�xj� b

TN,j
N,α�∆ABC� for all 1 B j B 2N . Note that �Rvj

1,2�L
�xj � 2vj��2N

j�1 is a mutually disjoint

collection because the collection of the reflections of the �N, j�-subtriangles through CN,j is
also mutually disjoint (and each translated rectangle is contained in its respective reflected
subtriangle).

S2N

j=1 R
vj

1;2!L(xj)

S2N

j=1 R
vj

1;2!L(xj + 2vj)

Figure 2.6: �2N

j�1 R
vj
1,2�L

�xj� and �2N

j�1 R
vj
1,2�L

�xj � 2vj� with N � 2 and α � 3
4 . The dotted

grey triangles are the reflections through the corresponding CN,j’s.

It follows then that m��2N

j�1 R
vj
1,2�L

�xj�� B m�PN,α�∆ABC�� @ ε
4 and m��2N

j�1 R
vj
1,2�L

�xj �
2vj�� � 2N � 2�L � 1

4 .

Notice that we have essentially proven the theorem except the estimates of the measures are
quartered. Hence, to complete the proof, we will make 3 more ‘sufficiently’ disjoint copies
of the first 2N rectangles by letting xi �� xi�2N � �0,2� and vi �� vi�2N for all 2N @ i B 2L.
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3 Counterexample for the Lebesgue Differentiation The-

orem without nicely shrinking sets

An example of a collection of sets that causes the Lebesgue Differentiation Theorem to fail is
the collection of rectangles centered at the origin. One can easily verify that the rectangles
are not nicely shrinking, which means that the Generalized Lebesgue Differentiation Theorem
would not be applicable. The following theorem is taken from [3] with some added detail in
the proof.

Theorem 3.1. Let p > �1,ª�, and let R be the collection of rectangles centered at 0 > R2.
Then, there exists a real valued f > Lp�R2� such that

lim sup
diam�R��0

1

m�R� SR f�x � y� dy �ª

for almost every x > R2 with R ranging in R.

Proof. Let Rδ �� �R > R � diam�R� B δ� for all δ A 0. Note that diam�R� is precisely the
length of the diagonal of R, and that for all nets `xReR>R in R,

lim sup
diam�R��0

xR � inf
R>R

sup
diam�S�Bdiam�R�

xS � inf
δA0

sup
R>Rδ

xR.

Hence, it suffices to show that there is a real valued f > Lp�R2� such that for almost every
x > R2, supR>Rδ

1
m�R� RR f�x � y� dy �ª for all δ A 0.

Now, recall the definition of the conditional Lebesgue measure, and let Cδ �� �mR � R > Rδ�
for each δ A 0. Then, Cδ is a collection of finite positive measures supported in a fixed
compact set, and MCδ is a maximal operator on L1

loc�R2� by Proposition 1.11 for each δ A 0.
Note that Lp�R2� b L1

loc�R2� for all p > �1,ª� by Hölder’s inequality.

We will now show that MCδ is not weak type �p, p� for each δ A 0 so that we can use
Proposition 1.15 to construct a real valued f as above. To that end, fix δ A 0, let A A 0, and
let α �� 1

24 . Then, there exists a Rectangular Besicovitch set E �� �2L

i�1 Rvi
1,2�L

�xi� such that

m�E� @ 144
p�1
p α

δ
2p�2
p A

1
p

by Theorem 2.8. Hence, Yχ δ
12
EYpLp �m� δ12E�p � δ2p

144pm�E�p @ δ2αp

144A (note that

δ
12E is a scaling of E by δ

12).

Suppose x > δ
12Rvi

1,2�L
�xi�2vi� for some 1 B i B 2L. Let R �� δ

12Rvi
6,2�L�1

�0� � Rvi
δ
2
, 2
�L�1

3
δ
�0� >Rδ.

Then,

�MCδχ δ
12
E��x� C S χ δ

12
E�x � y� dmR�y� � 1

m�R� SR χ δ
12
E�x � y� dy

�
1

m�R� S δ
12
E
χR�x � y� dy

(by commutativity of convolutions of L1 functions)

C
1

m�R� S δ
12

R
vi
1,2�L

�xi�
χR�x � y� dy
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�
m � δ

12Rvi
1,2�L

�xi� 9 �x �R��
m�R�

�
m � δ

12Rvi
1,2�L

�xi� 9 �R � x��
m�R� (since R � �R by symmetry)

�
m � δ

12Rvi
1,2�L

�xi� 9 δ
12Rvi

6,2�L�1
�12x

δ
��

m�R�
�
δ2 �m �Rvi

1,2�L
�xi� 9Rvi

6,2�L�1
�12x

δ
��

144m�R� (by scaling by δ
12)

�
δ2 �m �Rvi

1,2�L
�xi��

144m�R�
(since 12x

δ > Rvi
1,2�L

�xi � 2vi� so Rvi
1,2�L

�xi� b Rvi
6,2�L�1

�12x
δ � (refer to Figure 3.1))

�
1

12
. (since the ratio of measures evaluates to 1�2�L

δ
2
�
2�L�1δ

3

� 12
δ2 )

Rvi

1;2!L(xi)

Rvi

1;2!L(xi + 2vi)

Rvi

6;2!L+1(
12
/
x)

12
/
x

Figure 3.1: Rvi
1,2�L

�xi� 8Rvi
1,2�L

�xi � 2vi� b Rvi
6,2�L�1

�12
δ x�,

By the arbitrariness of x, we have that

λMCδ
χ δ

12E
�α� Cm� δ

12

2L

�
i�1

Rvi
1,2�L

�xi � 2vi�� (since α @ 1
12)

�
δ2

144
�
A

αp
�
δ2αp

144A
(by Theorem 2.8)
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A
A

αp
Yχ δ

12
EYpLp .

By the arbitrariness of A and δ, we indeed have that MCδ is not weak type �p, p� for all δ A 0.
In that regard, there exists gk > Lp�R2� such that �MC 1

k

gk��x� �ª for almost every x > R2

for each k > N by Proposition 1.15 (note that YgkYLp A 0 otherwise gk � 0 almost everywhere
which would result in the contradicting statement that MC 1

k

gk � 0 almost everywhere).

We will now complete the proof of the theorem by constructing a real valued f > Lp�R2�
that satisfies the hypothesis. Let fk ��

Sgk S
2kYgkYLp for each k > N, and let f �� Pª

k�1 fk. Then,

fk C 0, YfkYLp � 2�kY Sgk S
YgkYLp YLp � 2�k so YfYLp B Pª

k�1 YfkYLp � 1, and MC 1
k

fk �
2�k

YgkYLpMC 1
k

gk by

sublinearity of MC 1
k

for each k > N. In that regard, we also have that �MC 1
k

fk��x� �ª for

almost every x > R2 for each k > N.

Now, let F �� �ª

k�1�MC 1
k

fk��1��ª��. It is clear that m�R2 � F � � 0 since the intersection of

full measure sets has full measure. Hence, for any δ A 0, there exists k > N such that 1
k @ δ

which means that

sup
R>Rδ

1

m�R� SR f�x � y� dy C �MC 1
k

f��x�
(since f is positive and the supremum is taken over a smaller collection)

C �MC 1
k

fk��x� �ª
for any x > F so we are done.

4 Counterexample for the Ball Multiplier

As hinted in an earlier section, the ball multiplier operator cannot be extended to an Lp

bounded operator. The following results are from [3], but I have some added some more
detail in the proofs.

Notation 4.1. We write Hu �� �ξ > Rn � ξ �u A 0� to be the half open space in Rn with normal
vector u (the dimension of Hu should be obvious from context).

Lemma 4.2. Let p > �1,ª�. Suppose there exists Ap A 0 such that

YSB1�0�fYLp B ApYfYLp
for all f > L2�Rn� 9Lp�Rn�. Let M > N and let f1, . . . , fM > L2�Rn� 9Lp�Rn�. Then,XXXXXXXXXXXX

¿ÁÁÀM

Q
j�1

SSBr�yj�fj S2
XXXXXXXXXXXXLp B Ap

XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

Sfj S2XXXXXXXXXXXXLp
for all r A 0 and y1, . . . ,yM > Rn, andXXXXXXXXXXXX

¿ÁÁÀM

Q
j�1

SSHuj
fj S2XXXXXXXXXXXXLp B Ap

XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

Sfj S2XXXXXXXXXXXXLp
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for all u1, . . . ,uM > Sn�1 b Rn where Sn�1 is the unit �n � 1�-sphere.

Proof. Let r A 0 and y1, . . . ,yM > Rn. Suppose p @ª. Then,

S S�SBr�0�f��x�Sp dx � S S�δrSB1�0�δr�1f��x�Sp dx (by Lemma 1.47.2)

� r�nS S�SB1�0�δr�1f��u�Sp du (by scaling with x � u
r )

B r�nAppS S�δr�1f��u�Sp du
(by the assumption; note that δr�1f > L2�Rn� 9Lp�Rn� as well)

� AppS Sf�x�Sp dx (by scaling back to x)

which would mean that YSBr�0�fYLp B ApYfYLp as well for all f > L2�Rn� 9Lp�Rn�.
We will now introduce some more notation. Let S2M�1 b CM be the unit �2M � 1�-sphere.
We endow S2M�1 with the usual spherical measure σ. Let `�, �e be the usual Hermitian inner
product on CM , i.e. `w,ze � w � z for all w,z > CM . For any operator T on L2�Rn�, we
extend its domain and codomain such that T �g1, . . . , gM� � �Tg1, . . . , T gM� for all g1, . . . , gM >

L2�Rn� (note that �g1, . . . , gM� is the map x ( �g1�x�, . . . , gM�x��). We also define 0
0
�� e1

where e1 �� �1,0, . . . ,0� > Cm out of convenience.

Now, let f �� �e�2πiy1�idf1, . . . , e�2πiyM �idfM�. Then, `f , ωe � PMj�1 ωje
�2πiyj �idfj > L2�Rn� 9

Lp�Rn� for all ω > S2M�1. Observe also that

SSBr�0�`f , ωe�x�S � S`�SBr�0�f��x�, ωeS � S�SBr�0�f��x�S � Wd �SBr�0�f��x�S�SBr�0�f��x�S , ωiW
by linearity. Similarly,

S`f�x�, ωeS � Sf�x�S � Wd f�x�Sf�x�S , ωiW .
Given that YSBr�0�`f , ωeYLp B ApY`f , ωeYLp for all ω > S2M�1 by the assumption, we have that

S
S2M�1

S SSBr�0�`f , ωe�x�Sp dx dσ�ω� B AppS
S2M�1

S S`f�x�, ωeSp dx dσ�ω�
by monotonicity. Hence,

S S�SBr�0�f��x�SpS
S2M�1

Wd �SBr�0�f��x�S�SBr�0�f��x�S , ωiW
p

dσ�ω� dx
B AppS Sf�x�SpS

S2M�1
Wd f�x�Sf�x�S , ωiW

p

dσ�ω� dx
by the Tonelli Theorem. Now, for each z > S2M�1, there exists a unitary transformation
Uz such that U�

z z � e1 (think of Uz as a rotation). Given that σ is rotation invariant andSdet�Uz�S � 1 for all z > S2M�1, we have that

S S�SBr�0�f��x�SpS
S2M�1

RRRRRRRRRRRd
�SBr�0�f��x�S�SBr�0�f��x�S , U �SBr�0�f��x�

S�SBr�0�f��x�S

ωiRRRRRRRRRRR
p

dσ�ω� dx
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B AppS Sf�x�SpS
S2M�1

Wd f�x�Sf�x�S , U f�x�
Sf�x�S

ωiWp dσ�ω� dx
thus

S S�SBr�0�f��x�SpS
S2M�1

S`e1, ωeSp dσ�ω� dx B AppS Sf�x�SpS
S2M�1

S`e1, ωeSp dσ�ω� dx
since unitary transformations preserve inner products as well (note that we applied U� to
the terms in the inner products). Given that S`e1, ωeSp � Sω1Sp A 0 for almost every ω > S2M�1,
we have that RS2M�1 S`e1, ωeSp dσ�ω� A 0. Hence, by cancellation, we have that

S S�SBr�0�f��x�Sp dx B AppS Sf�x�Sp dx
which means thatXXXXXXXXXXXX

¿ÁÁÀM

Q
j�1

SSBr�0��e�2πiyj �idfj�S2XXXXXXXXXXXXLp B Ap
XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

Se�2πiyj �idfj S2XXXXXXXXXXXXLp � Ap
XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

Sfj S2XXXXXXXXXXXXLp
since SeiθS � 1 for all θ > R. Therefore,

XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

SSBr�yj�fj S2
XXXXXXXXXXXXLp �

XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

Se2πiyj �idSBr�0��e�2πiyj �idfj�S2XXXXXXXXXXXXLp (by Lemma 1.47.1)

�

XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

SSBr�0��e�2πiyj �idfj�S2XXXXXXXXXXXXLp B Ap
XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

Sfj S2XXXXXXXXXXXXLp .
Suppose now that p � ª. Then, by Lemma 1.47.2, YSBr�0�fYLª � YδrSB1�0�δr�1fYLª �YSB1�0�δr�1fYLª B AªYδr�1fYLª � AªYfYLª . Note as above that YSBr�0�`f , ωeYLª B AªY`f , ωeYLª
since `f , ωe > L2�Rn� 9Lª�Rn�. Hence,

sup
SωS�1

YSBr�0�`f , ωeYLª B Aª sup
SωS�1

Y`f , ωeYLª .
Since we can commute the supremum with the essential supremum, we see that

]SSBr�0�f S � sup
SωS�1

Wd SBr�0�fSSBr�0�f S , ωiW]Lª B Aª ]Sf S � sup
SωS�1

Wd fSf S , ωiW]
Lª

.

One can easily check that supSωS�1 Ub �SBr�0�f��x�
S�SBr�0�f��x�S , ωgU � supSωS�1 Ub f�x�

Sf�x�S , ωgU A 0 for all x > Rn

since the terms in the inner product have norm 1. Therefore, by cancellation, we have thatYSSBr�0�f SYLª B AªYSf SYLª . Hence, the same argument towards the end of the case for p @ª
also applies. By the arbitrariness of r and y1, . . . ,yM , we have proven the first part of the
lemma.

Now, let u1, . . . ,uM > Sn�1. Note that BN�Nuj� b BN�1��N � 1�uj� for all N > N, and
that Huj � �ªN�1BN�Nuj�. Hence, SHuj

fj � limN�ª SBN �Nuj�fj with respect to the L2 norm

for each j by Lemma 1.47.4. Since L2 convergence implies convergence almost everywhere
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on a subsequence, we can inductively construct a subsequence (by building subsequences
upon subsequences) such that �SHuj

fj��x� � limk�ª�SBNk�Nkuj���x� for almost every x > Rn

for all j � 1, . . . ,M . By continuity of taking powers, sums and absolute values, it follows

that
¼
PMj�1 S�SHuj

fj��x�S2 � limk�ª

¼
PMj�1 S�SBNk�Nkuj�fj��x�S2 for almost every x > Rn.

Therefore, by Fatou’s Lemma,

XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

SSHuj
fj S2XXXXXXXXXXXXLp B lim inf

k�ª

XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

SSBNk�Nkuj�fj S2
XXXXXXXXXXXXLp B Ap

XXXXXXXXXXXX
¿ÁÁÀM

Q
j�1

Sfj S2XXXXXXXXXXXXLp
if p @ ª. If p � ª, then since

¼
PMj�1 S�SBNk�Nkuj�fj��x�S2 B [¼PMj�1 S�SBNk�Nkuj�fj��x�S2[Lª

for almost every x > Rn for all k > N, we get the same result as above but with p replaced by
ª. By the arbitrariness of u1, . . . ,uM , we are done.

Lemma 4.3. Let Rv
1,2�N

�x0� b R2 where N > N, v > S1 and x0 > R2. Then,

U�SHvχRv
1,2�N

�x0�� �x�U C 1

20π
χRv

1,2�N
�x0�2v��x�

for almost every x > R2.

Proof. Given that χ�� 1
2
, 1
2
� > L1�R� 9L2�R�, we have that

lim
ε�0
\S�0,ª�χ�� 1

2
, 1
2
� � S

ª

0
Æχ�� 1

2
, 1
2
��ξ�e2πi���iε�ξ dξ\2

L2

� lim
ε�0
[P�1 �χ�0,ª� Æχ�� 1

2
, 1
2
�� �P�1 �χ�0,ª� Æχ�� 1

2
, 1
2
�e
�2πε�id�[2

L2

(by Corollary 1.44 and the Plancherel Theorem (Theorem 1.39))

� lim
ε�0
[χ�0,ª� Æχ�� 1

2
, 1
2
� �1 � e�2πε�id�[2

L2
(by the Plancherel Theorem again)

� S
ª

0
lim
ε�0
SÆχ�� 1

2
, 1
2
��ξ�S2�1 � e�2πεξ�2 dξ � 0.

(by the Dominated Convergence Theorem; note that 1 � e�2πε�id � 0 pointwise as ε � 0)

Hence, S�0,ª�χ�� 1
2
, 1
2
� � limε�0 R ª0 Æχ�� 1

2
, 1
2
��ξ�e2πi���iε�ξ dξ with respect to the L2 norm. In that

regard, there exists a decreasing sequence �εj�ªj�1 b �0, 1
2� such that �S�0,ª�χ�� 1

2
, 1
2
���x� �

limj�ª R ª0 Æχ�� 1
2
, 1
2
��ξ�e2πi�x�iεj�ξ dξ for almost every x > R. Note also that for all ε > �0, 1

2�
and x > �1,ª�,

VS ª

0
Æχ�� 1

2
, 1
2
��ξ�e2πi�x�iε�ξ dξV � WS ª

0
�S 1

2

�
1
2

e�2πiξy dy� e2πi�x�iε�ξ dξW
� WS 1

2

�
1
2

�S ª

0
e2πi�x�iε�y�ξ dξ� dyW (by Fubini’s Theorem)

�
1

2π
WS 1

2

�
1
2

1

y � x � iε
dyW
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�
1

2π
WS 1

2

�
1
2

y � x�y � x�2 � ε2
dy � iS

1
2

�
1
2

ε�y � x�2 � ε2
dyW

C
1

2π

Scx � xS�cx � x�2 � ε2

(by the mean value theorem where cx > ��1
2 ,

1
2�)

C
1

4π

1

x � cx
(since x � cx A

1
2 A ε)

C
1

8πx
. (since x � cx B x �

1
2 B 2x)

In that regard, S�S�0,ª�χ�� 1
2
, 1
2
���x�S C 1

8πx for almost every x > �1,ª�. Hence,

U�S�0,ª�χ�� 1
2
, 1
2
�� �x�U C 1

8πx
χ�1,ª��x� C 1

20π
χ� 3

2
, 5
2
��x�

for almost every x > R. By Lemma 1.47.5, we have that

U�S�0,ª��Rχ�� 1
2
, 1
2
����2�N ,2�N �� �x1, x2�U � U�S�0,ª�χ�� 1

2
, 1
2
�� �x1� � �SRχ��2�N ,2�N �� �x2�U

C
1

20π
χ� 3

2
, 5
2
��x1� � χ��2�N ,2�N ��x2�

(since SR � P�1P � id)

�
1

20π
χ� 3

2
, 5
2
����2�N ,2�N ��x1, x2�

for almost every �x1, x2� > R2. It remains to show that rotations and translations preserves
this result (note that �0,ª� � R � He1 , that ��1

2 ,
1
2� � ��2�N ,2�N� � Re1

1,2�N
�0�, and that�3

2 ,
5
2� � ��2�N ,2�N� � Re1

1,2�N
�2e1� where e1 � �1,0� > R2). In that regard,

V�SHe1
χR

e1
1,2�N

�0�� �x�V C 1

20π
χR

e1
1,2�N

�2e1��x�
V�ρOTSHe1

χR
e1
1,2�N

�0�� �x�V C 1

20π
�ρOTχR

e1
1,2�N

�2e1�� �x�
(where v � Oe1 for some orthogonal transformation O)

U�SHvχRv
1,2�N

�0�� �x�U C 1

20π
χRv

1,2�N
�2v��x� (by Lemma 1.47.3)

U�τx0SHvχRv
1,2�N

�0�� �x�U C 1

20π
�τx0χRv

1,2�N
�2v�� �x�

U�SHvχRv
1,2�N

�x0�� �x�U C 1

20π
χRv

1,2�N
�x0�2v��x� (by Lemma 1.47.1)

for almost every x > R2 so we are done.

Theorem 4.4. Let n C 2 and p > �1,ª� � �2�. Then, SB1�0�SL2�Rn�9Lp�Rn� is not extendable
to a bounded linear operator from Lp�Rn� to Lp�Rn�.
Proof. Suppose the operator is extendable with Ap as the bounding constant. If we restrict
the domain of the extension back to L2�Rn� 9Lp�Rn�, we see that

YSB1�0�fYLp B ApYfYLp
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for all f > L2�Rn� 9 Lp�Rn�. We will use the Rectangular Besicovitch set to show directly
that the above inequality cannot hold.

Suppose p @ 2. Then, there exists a Rectangular Besicovitch set E �� �2L

j�1 R
vj
1,2�L

�xj� such

that m�E� @ � 1
20πAp

� 2p
2�p

by Theorem 2.8. Hence,

1

20π
�

1

20π
m� 2L

�
j�1

R
vj
1,2�L

�xj � 2vj� � �0,1�n�2� � XXXXXXXXXXX
2L

Q
j�1

1

20π
χ
R

vj

1,2�L
�xj�2vj���0,1�n�2

XXXXXXXXXXXLp
(by Theorem 2.8)

�

XXXXXXXXXXXXX
¿ÁÁÀ 2L

Q
j�1

� 1

20π
�2

χ
R

vj

1,2�L
�xj�2vj�χ�0,1�n�2

XXXXXXXXXXXXXLp
B

XXXXXXXXXXXXX
¿ÁÁÀ 2L

Q
j�1

VSHvj
χ
R

vj

1,2�L
�xj� � χ�0,1�n�2 V2

XXXXXXXXXXXXXLp �
XXXXXXXXXXXXX
¿ÁÁÀ 2L

Q
j�1

VSHvj
χ
R

vj

1,2�L
�xj� � SRn�2χ�0,1�n�2 V2

XXXXXXXXXXXXXLp
(by Lemma 4.3; note that SRn�2 � P

�1P � id)

�

XXXXXXXXXXXXX
¿ÁÁÀ 2L

Q
j�1

VSH�vj ,0�
χ
R

vj

1,2�L
�xj���0,1�n�2 V2

XXXXXXXXXXXXXLp (by Lemma 1.47.5; note that 0 > Rn�2)

B Ap

XXXXXXXXXXXXX
¿ÁÁÀ 2L

Q
j�1

χ
R

vj

1,2�L
�xj���0,1�n�2

XXXXXXXXXXXXXLp � Ap
XXXXXXXXXXXXX
��

2L

Q
j�1

χ
R

vj

1,2�L
�xj���0,1�n�2

��
p
2
XXXXXXXXXXXXX

1
p

L1

(by Lemma 4.2)

B ApYχE��0,1�n�2Y 1
p

L
2

2�p

XXXXXXXXXXXXX
��

2L

Q
j�1

χ
R

vj

1,2�L
�xj���0,1�n�2

��
p
2
XXXXXXXXXXXXX

1
p

L
2
p

(by Hölder’s inequality)

� Apm�E� 2�p
2p

XXXXXXXXXXX
2L

Q
j�1

χ
R

vj

1,2�L
�xj���0,1�n�2

XXXXXXXXXXX
1
2

L1

� Apm�E� 2�p
2p @

1

20π

which is a contradiction. In that regard, SB1�0�SL2�Rn�9Lp�Rn� is not extendable if p @ 2.

Suppose p A 2. Let q be the conjugate exponent of p (i.e. q � p
p�1 ; note that q > �1,2�). Note

that operators are bounded Lp � Lp iff they are bounded Lq � Lq (see [2] Theorem 2.5.7).
However, we already proved that this is not possible in the earlier case (note that q @ 2).
Therefore, by contradiction, we are done.
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