Math 281 Qualifying Exam. May 22, 2002

(1) Consider the distribution that has a p.d.f.

_Jae™ a>0, x>0
fx(x) = {O otherwise

a. Compute the characteristic function for this distribution.

. 2
Also, compute the mean u and variance o.

b. Now let X, X,, ..., X be i.i.d. from this distribution, and use a

characteristic function argument in order to prove that
Vo (X.-w)/ o —L 57 ~NO,1).

c. Give a precise statements (no proof required!) of the Helly-Bray
and continuity theorems. Then write an account of how these
results are used to justify the technique that was used in part
b. (above). |



L (2) Let X;, Xy, ... , X, be i.i.d. from a distribution that has a finite 4*

moment.

a. Derive the 2-dimensional limiting distribution of

X -X)*
in=X1+X2+ . +X, and Si=§ .
n n

b. Use the result in part a. to write out an (approximate) 95%

confidence ellipsoid for the pair (u, 02) .

c. The limiting distribution of S2 | in particular, is not distribution
free. Explain what this means along with its practical
importance.

d. Finally, suppose the underlying distribution is Poisson, i.e.,

A>0, x=0,1,2, ...
fx(x;4) = xl '

0 otherwise

Thus the mean and variance are both equal to A; and, in this

case, X, and S: are both unbiased (for ).  From the asymptotic

point-of-view, which estimator is preferred and why?
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| Let X,,X,,..., X, ... beiid. from a N(g, 6) distribution in
c which 8 > 0 is unknown.

1. In general terms, describe an application in which this
particular model might be of interest.

2. Compute the maximum likelihood estimator (MLE) of 6.

3. Obtain the asymptotic distribution of the MLE. Then write

down a (large sample) 95% confidence interval for 6.

4. Two naive estimators of 8 are given by

_ _ ~ 2(X1 _2)2
6,=X and =8
n

) Compare each of these estimators with the MLE by using the
c techniques of large sample theory.
5. Ts X cowplebe? sufficiont 7 Fund a shakishc
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