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Qualifying Framination

1. Norms, Condition Numbers and Linear Equations

Question 1.1.

(a) Let u denote the unit roundoff. and assume that nu < 1 for the positive integer
n. If {6;} are n scalars such that |§;] < u, prove that

T
H(l +6;)=1+6,. where |6, <,
i=1

with v, = nu/(1 — nu).

(b) State the standard rounding-error model for floating-point arithmetic. Given
representable numbers a and b, compute the backward and forward relative
error for the floating-point value § of the expression s = va? + b2, (You may
assume that the square root function conforms to the standard rounding-error
model for floating-point arithmetic.)

Question 1.2.
(a) Define the spectral condition number conds(4) for any A € R™*™. State (but

do not prove) an expression for condo(A) in terms of the singular values of A.

(b) Let A € R™™ be nonsingular. Find a solution of the problem

Eél{}{lil” {llEfla - A+ E singular}.

(c) Prove that 1/conds(A) is the relative two-norm distance of A to the nearest
singular matrix.

Question 1.3. Assume that A is an m x n matrix with rank & (k < min(m,n)).

(a) Define what is meant by a full-rank factorization A = BC.

(b) State the full-rank factorization of A in terms of the QR decomposition with
column interchanges. (You may assume that the decomposition is computed
in exact arithmetic.)

(c) Using the QR decomposition of part (b), define bases for the subspaces range(A)
and null(A). Prove that the proposed bases satisfy the properties of a subspace
basis.

(d) Using the QR decomposition of part (b), define orthogonal projections onto
range(A) and null(A). Prove that the proposed projections satisfy the proper-
ties of an orthogonal projection.

(e) Derive the pseudoinverse of A in terms of the full-rank factorization of part (b).



2. Nonlinear Eguations and Optimization

Co

2. Nomnlinear Equations and Optimization
Question 2.1. Let 4 denote an n xn marrix, and let s and y be arbitrary n-vectors.

. . . . UE .
(a) Find all the eigenvalues of the matrix I + yuv’, where 7 is a scalar and u and
¥ are 1 vectors.

(b) Consider the Brovden updare formula

1 \
A, = A+ — (y — As)s?.
s7s /
If || - ||~ denotes the Frobenius norm, show that A. minimizes min ||B — A||r

over all B such that Bs = y.

(c) If A is nonsingular, find a condition on A, s and y that will ensure that A_ is
nonsingular.

Question 2.2. Let f: D T R™ — R be twice differentiable on an open convex set
Dy CD.

(a) State the first- and second-order necessary conditions for ¥ € R” to be an
unconstrained minimizer of f.

(b) State first and second-order sufficient conditions for z* € R™ to be an uncon-
strained minimizer of f.

(c) Consider the function f: R® — R such that
flz) = (z3 — 1)251113:1 + xf + x% — Iy,

(i) Write down the quadratic model ¢(z) that interpolates f, Vf and V?f at
the point zg = (—7/2, 0, 7 + 1)7T.

(ii) Find the step py from z( to a stationary point of the quadratic model.

(iii) Determine if py is a descent direction for f at z.

(iv) Find a descent direction of negative curvature at zq (if one exists).

Question 2.3. Given an n x n symmetric matrix B and vectors y and s, consider
the symmetric rank-one formula

1 .
B. =B+ ———(y— Bs)(y — Bs)T.
(a) Let f(z) be a quadratic function with positive-definite Hessian H. Let s =
z.—zand y = Vf(z,)~Vf(z). lf vectors § =7, —Z and § = Vf(Z.) - Vf(Z)
satisfy Bs = ¢, show that B.& = §.

(b) Show that if B is svmmetric and positive definite. then B, will be positive
definite if and only if
y'B~ry —yTs

> 0.
yTs — sTBs
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3. Approximation and Numerical ODEs

In this part, we assume that a,b € R with a < b. We also denote by P, the set of
all polynomials of degree < n for any integer n > C.

Question 3.1.

(a) Let n > 0 be an integer and T, the nth Chebyshev polynomial of first kind.
Let P € P, satisfv that |P(x)! <1 for all z £ [—1,1]. Show that

Pyl < Tyl vy e[-L1]

(b) Let F denote the class of functions ag + a; cos « + as cos 2z with ag, a1, az € R.
Find T € F such that

/’ \T(z) — z]?dx < / 1S(x) — |*dz VS eF.
0 0

a) Use the error formula for the Lagrange interpolation of f € C?[a. ] at the two
grang p
points a and b to derive the error for the trapezoidal numerical integration rule

[ roa

(b) Assume that f € C?[a, b]. Derive an error formula for the composite trapezoidal
numerical integration rule

b h N-1
[ #erde ~ Sis@ + e+ 1 Y floy)
a j=1

Here N > 1 is an integer, h = (b—a)/N, and z; =a+ jh (j =0....,N).

(c) Apply the composite trapezoidal numerical integration rule to

10
/ sinz dz.
0

How large N is needed so that the error of the numerical integration is less
than 10757 (Ignore the round-off error.) Justify vour answer.

Question 3.2.

(b—a){fla)+ f(b)].

I:>|o——‘
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3. Approximation and Numerical ODEs
In this part. we assume that a. & € E with o < & We denote by P the set of all real

polynomials. For any integer n > 0. we denote bv P, the set of all real polvnomials

of degree < n.

Question 3.1.

(a) Let f < Cia.v o P For any integer e > U, denore

Prove that the sequence { £, {f) 7% is strictly decreasig (i.e.. En(f1 > Ene1(f)
for all nn > 0) and converges to 0.

(b) Find the real numbers 4. B. and (' so that the numerical quadrature
/ floyde =~ Af(=1)y + Bfih - Cf(1)

has the highest possible degree of precision. What is this highest possible

degree of precision?

P {n) (1 L . .
Question 3.2. Let 27" .. .. z./" be the n distinct roots of orthogonal polynomials

1
Qnin L*a.b) (n=1.2...)
1 irg 5 . . .
(a) Foreach n > 2. lev [\ .. " be the Lagrange basis polvriomials associated
. T trie T .
with 20" oy Prove the following:
'fl
iy e N I .
/ [ "(.‘1"}//“(.1‘! dr =0 1< k<n and j #k:
@
oot ‘ ,
SIS = ’
\ W) Tdr = b —a.
. o W]
k=) "¢

(b) Let Ly—; : Cla.b; — P,y be the Lagrange interpolation operator associated
with ;r'ln). ...z, Prove that

b
lim / [f(x) - (L,‘_lfj}(‘a:')}? dr =0 vf € Cla,bj.

[



