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Qualifying Examination 

1. Norms, ~~ndition numbers and Linear Equations 

Question 1.1. Assume that A E cmxn and B E cnxk. 

(a) Define the one-norm llAlli, two-norm llAll2, infinity norm llAllcx,, and Frobenius 
norm llAllF of A. Prove that llAll2 = u1, where u1 is the largest singular value 
of A. 

(b) Establish the following bounds and identities: 

(i) llA8 l12 = llAll2· 

(ii) llAll~ :5 llAlli llAlloo· 
(iii) 11IAI112 :5 y'rank(A)llAll2· 

(iv) llABllF :5 llAllFllBll2 and llABllF :5 llAll2llBllF· 

Question 1.2. 

(a) Prove that the vector two-norm is self-dual. 

(b) Let A be a nonsingular matrix of order n. Prove that 

!(A) = min {llEll2/llAll2 I A+ E singular}, con EeRnxn 

where cond(A) denotes the spectral condition number of A. Comment on the 
uniqueness of E. 

(c) Given the matrix 

A-(~ -~) - 5 5 ' 
v'2 72 

find the matrix E that solves minEeR2x2{11Ell2/llAll2 I A+ E singular}, 

Question 1.3. 

(a) State the standard rounding-efTOr model for floating-point arithmetic. 

(b) Let u denote the unit roundoff, and assume that nu < 1 for the positive integer 
n. If {6i} are n scalars such that l6il :5 u, prove that 

n 

IT (1+6i) = 1 +On, where IOnl :5 'Yn, 
i=l 

with 'Yn = nu/(1- nu). 

( c) Let A and B be square matrices of order n. Consider the matrix product 
C=AB. 

(i) If the computed value of C is written as C = C + E, derive the bound 
llEll2 :5 'YnvnllAll2 llBll2. 

(ii) Hence prove that multiplication by an orthogonal matrix is backward sta­
ble. 
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2. Least-Squares and Eigenvalues 

Question 2.1. Let A be a real m x n matrix with m < n. Assume rank(A) = m. 
We want to solve the homogeneous system of linear equations Ax = 0. 

(a) How would you implement Gaussian elimination to solve this system for a 
non-trivial solution? 

(b) How would you use a QR decomposition to obtain a non-trivial x? 

(c) How would you use an SVD to obtain a non-trivial x? 

(d) If Ax= 0 and x # O, determine a second solution y such that Ay = 0, y =F 0 
and xTy = 0, using one of the above methods. 

Question 2.2. Considerama.trixA E cnxn withSchurdecompositionQHAQ = T. 
Assume that T can be partitioned as 

T= 
(

Tu 

where T11 and Taa are square and upper triangular, and >.does not occur on the 
diagonal of either Tu or Taa. Find the condition number of the eigenvalue .\. 

Question 2.3. Let A E cnxn. 

(a) Let (>., v) be an approximate eigenpair of A such that llvll2 = 1 and >.¢>.(A). 
Show that there exists a matrix E with llEllF = llAv- >.vll2 such that(>., v) is 
an exact eigenpair of A + E. 

(b) Let u E en and>.¢ >.(A) be given. Show that the vector v =(A - >.I)-1u is 
an eigenvector of A + E, where E may be chosen to satisfy 

llEll = llull2 
F llvll2 • 

(c) Use the result of part (b) to comment on the effectiveness of finding an ap­
proximate eigenvector by inverse iteration 
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3. Interpolation, Approximation and ODEs 

Question 3.1. Let f(x) be a smooth function and h > 0 a. constant. 

(a) Let P(x) be the cubic Hermite interpolatory polynomial satisfying 

P(O) = f(O),P(h) = f(h),P'(O) = J'(O),P'(h) = f'(h). 

Construct P(x) and show 

P (~) = ~[/(O) + /(h)] + ~[/'(O) - /'(h)]. 

(b) Use Simpson's Rule on the integral off over [O,h], the expression for P (~), 
and the fact that P approximates f to derive the corrected 'lrapezoida.l rule 

foh f(x) dx = ~[/(O) + /(h)] + ~~ [/'(O) - J'(h)] + E(x, h). 

Write down an expression for the error term E. 

Question 3.2. 

Let f(x) = elinz and consider the interval [O, 8]. 

(a) Derive the equation for the interpolatory polynomial of f(x) that uses Cheby­
shev polynomials to determine the optimal locations for n + 1 nodes in [O, 8]. 
You do not need to simplify the form of the polynomial. In what sense are the 
node locations optimal? 

(b) Let P(x) be the piecewise linear interpolant of f(x) using the uniformly spaced 
nodes 0 = xo < x1 < · · · < Xn = 8 with stepsize h. Estimate from error bounds 
the n needed such that 

max lf(x) - P(x)I < 10-6 
0$z$8 

will be satisfied. You do not need to simplify arithmetic in the result. 

( c) Consider composite 'lra.pezoidal rule using nodes at 0 = xo < x1 < · · · < Xn = 
8. Call the resulting approximation An. Estimate from error bounds the n 
needed such that 

118 f(x) dx -Anl < 10-6 

will be satisfied. You do not need to simplify arithmetic in the result. 


