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Question 1. Let A be a n x n nonsingular matrix. Prove by induction that PA = LU, 
where Pis a permutation matrix, Lis unit low~ triangular, and U is upper triangular. 
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Question 2. Let A and B be symmetric, positive definite N x N matrices. Assume there 
exist positive constants a and {3 such that 

a< xtAx < ~ 
- xtBx -/..I 

for all x :f. 0. Consider the solution of Ax = b by the iterative method: 

B(Xk+i - Xk) = w(b - Axk) 

where xo is given and w = 2/(a + (3). 

a. Derive the error propagator G for this iteration. 

b. Prove: 

where ek = x - Xk· 
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Question 3. Let ¢(x) be a scalar function of the vector variable x. Suppose ¢(x) is con­
tinuous with continuous first and second partial derivatives, and suppose that the Hessian 
is symmetric and uniformly positive definite. · 

1. Formally define Newton's method with line search for solving the optimization problem 
minx<P(x). 

2. Let Pk be the Newton search direction. Show that 8</>(xk + apk)/8a < 0 at a = 0 .. 
Why is this fact significant for the line search? 
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Question 4. Consider the fundamental quadrature formula (Simpson's Rule) 

a. Using the Peano Kernel Theorem, prove 

Q(f) = f(O) + 4/(1/2) + /(1). 
6 

1£(!)1 =II(!) - Q(f)I < lft1lo0[0,l) 
- 2880 . 

You may prove this result for generic C rather than C = 1/2880. 

b. Derive the Composite Simpson's Rule fJ.c(f) for approximating 

with a uniform mesh of size h. 

c. Using part a, prove 

lb f(x) dx _ Qc(f) < h4 
jb - al IJivloo[a,b] 

- 2880 . 

5 
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Question 5. Consider the initial value problem: 

y' = f(y) 

y(xo) =Yo 

and the consider the second backward difference formula: 

a. Find ai, a2 and /30 to maximize the order. 

b. Find the local truncation error. 

c. Find the region of absolute stability for the method. Is the method A-stable? L-stable? 
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Question 6. Consider the 2-point boundary value problem -u" + u = f, u(O) = u(l) = 0, 
and its llitz formulation: Find u E HJ such that 

a(u, u) - 2 (f, u) = min a(v, v) - 2 {f, v) 
,,EHJ 

a(u,v) = fo1 

u'v' +uvdx 

lul2 = a(u, u) 

(f,v) = fo1 

fvdx 

lul2 ={u,u) 

Let So c HJ be the space of continuous piecewise linear polynomials and let uh E 80 be 
the finite element approximation satisfying 

a(uh, uh)- 2 (f, Uh)= min a(v, v) - 2 (f, v). 
,,ESo 

a. Prove the llitz formulation is equivalent to the Galerkin formulation: Find u E HJ 
such that 

a(u, v) = (f, v) 

for all v E HJ. A similar result holds for uh; you may assume that result and need not 
prove it. 

b. Using part a, prove the best approximation result 

Hint: the important step is to show uh is an orthogonal projection, a( u - Uh, v) = 0 
for all v E So. 


