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2 Qualifying Examination 

1. Norms, Condition numbers and Linear Equations 

Question 1.1. Assume that A E cmxn. 

(a) Define the one-norm llAlh, two-norm llAll2, and infinity norm llAll00 of A. 
Show that 

(b) Establish the following identities between the one-norm, two-norm and infinity­
norm: 

(i) llAlh $ n llAlloo· 
(ii) _!_ llAlloo $ llAll1-

m 
(iii) llAll~ $ llAll1 llAlloo· 

Question 1.2. 

(a) Consider the subtrac!ion x = a - b of two real numbers a and b such that a =F b. 
Suppose that a and b are the result of making a relative perturbation Lla and 
Llb to a and b. Find the relative error in x = a - b as an approximation to x 
and hence find a condition number for the operation of subtraction. Assume 
that all calculations are done in exact arithmetic. 

(b) State the standard rounding-error model for floating-point arithmetic. Given 
three representable numbers a, b and c, compute the backward and forward 
relative error for the floating-point value s of the calculation s = ab+c. Describe 
a situation in which s has large forward error, but small backward error. 

Question 1.3. Let A E mnxn be symmetric positive definite. 

(a) Prove that 

aii > 0 for all i, 

laij I $ Jaiiajj for all i and j, 

maxla··I = maxa .. iJ IJ i U 

(b) Prove that every symmetric positive-definite matrix A can be factorized as 
A= LDLT, where Lis unit lower-triangular and Dis a diagonal matrix with 
positive diagonals. 
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2. Least-Squares and Eigenvalues 

Question 2.1. Assume that A E mmxn and b E range(A). 

(a) State and prove the necessary and sufficient conditions for a vector x+ to be a 
solution of minimum two-norm for the compatible system Ax= b. 

(b) Show that the least-length solution x+ of Ax= bis unique. 

(c) Assume that A has rank m. Given an QR factorization of AT, describe how 
to compute each of the following quantities. 

(i) A basis for null(A). 
(ii) The general solution of Ax= b. 

(iii) The minimum-length solution of Ax = b. 

(iv) The pseudoinverse of A. 

In cases (i) and (iii), prove that the computed quantity has the required prop­
erties. 

Question 2.2. Assume A E cnxn is nondefective, with eigenvalues ().1, >.2, ... , >.n). 
Consider the perturbation A= A+ €F, with IFi;I $ 1. Show that the eigenvalues 
of A lie in circular discs with centers >.i + €¢ii/ Si and radii e Lj:;r!:i l<Pi;/ Sil, where 
Si = YHiXi and <Pi; = YHiFx;. Hence show that the ith disc must have radius less 
than n(n - 1)€/lsil· 

Question 2.3. 

(a) Briefly describe the explicitly shifted QR method for finding the Schur decom­
position of a matrix A. 

(b) Let Q k and Rk denote the matrices associated with the kth step of the explicitly 
shifted QR method. If Qk = QoQ1 · · · Qk-1Qk and Rk = RkRk-1 · · · R1Ro, 
establish the identities: 

(i) Hk+1 = Q{f HkQk. 
(ii) Hk+1 = Q{f HQk. 

(iii) QkRk = ITj=0(H - µ;I). 

I 
! 
1 
!, 



4 Qualifying Examination 

3. Interpolation, Approximation and ODEs 

Question 3.1. Let f(x) E C00 ([a, b]} and let {xk}k=O be n + 1 distinct points in 
(a, b) such that a= xo <xi < · · · < Xn = b. 

(a) Give a constructive proof that there exists a unique polynomial Pn(x) which 
interpolates /(x) at then+ 1 points {xk}k=O· 

{b) Prove that the error in the interpolating polynomial can be written as: 

/(n+1) (e) 
en(x) =I (x) - Pn(x) = (n + 1}! 1/Jn(x}, 

for some e E (a, b}, where 1/Jn(x) = fif:o(x - Xi)· 

(c) Prove that the k-th divided difference p[x0, ... ,xk] of a polynomial p(x) of 
degree ::::; k is independent of the interpolation points xo, xi, . .. , Xk. 

Question 3.2. 

(a) Let Pn(x) be an orthogonal family of polynomials, and let xo, xi, ... , Xk be the 
k + 1 distinct zeros of Pk+i, the (k + 1)-st polynomial in the family. Prove that 
the Lagrange polynomials built from these points: 

Il
k (X-Xj) ._ 

Lk,i(x)= ( )' i-0, ... ,k 
j=O,j-:f;i Xi - Xj 

are mutually orthogonal. Use this result to show that the Gauss weights 

Ai = I[Lk,i(x)w(x}], 

based on this family are always positive, where w(x) is a positive weight func­
tion on [a, b]. 

(b) Use a two-point Gaussian quadrature rule, together with a coordinate trans­
formation if necessary, to approximate the following integral: 

(c) Give a (reasonably tight) upper-bound on the number of integration intervals 
n required to guarantee that the composite Simpson rule will approximate the 
integral in Part ( c) to six digits of accuracy. 


