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(15) 1. State and prove the Cayley-Hamilton Theorem. (You may use the Schur Decom­
position Theorem.) 

(10) 2. (a) Show that a 1, ···,an E Rm are linearly independent over C i£f they are linearly 
independent over R. 

(b) Show that if A E 1\Jn (IR), then an eigenvalue ,\ of A is real i£f it has a real 
corresponding eigenvector. 

(15) 3. Let x be a least squares solution to Ax= b, where A E Mm,n and m 2: n. Let A7 
be the pseudo-inverse of A. Use the Singular Value Decomposition to show that 
i = A. t b is the min 2- norm least squares solution to Ax = b, i.e., show 

(a) x is a least squares solution, 

(b) if xis a least square solution then 11±1'2 2: IJxll2, and 

( c) i is unique. 

Notation: Mm,n =set of m x n complex matrices. 

Mn = set of n x n complex matrices. 

Mn(JR) = set of n x n real matrices. 



Applied Algebra Qualifying Exam: Part III 
•·.. Fall 200-1. September 10, ~004 

I b' · · · 1 b' · · · i .., b' '1.iras ::nany pro :ems as you can, out y o·..:. rr.usi: at•err:.D'. &: 1east _ pro iem trom proDJems -o, ::me pro !em 
from ..;.-/ and at least two problems from 7-9. T:ie noi;it valu'::S are re'.ati>'e Blues for this part of the e::.;:am. 
You:- final score ·,yilJ be scaled so that this pa.rt of the exa:n w:l! represent 603 of y::i'..ir poir.t total. 

Let 1Y = {O, 1, 2, ... }, Z = {O, ::::1, ::::2, ... }, ( 1 eq·c:al the :-ationa~s and C denote the complex numbers. 

If >. = (>.1 2'. A~ 2'. ... 2'. >.k) is a partition o'. n, let A\ denote the irreducible representation of the 
symmetric group Sn such that the Frobenius image of xA:- = x;., is the Schur function S,x,(x 1 , ... , x H) where 
]v· > n. 

1) (20 pts.) (a) Prove that if G is finite group and >.(x) is a linear character of G, then for any irre­
ducible character x of G, the function x· defined by x*(o) = >.(o)x(o) for all a E G is also an irreducible 
character of G. 

(b) Let A : G -+ GLn(C) and B : G -+ GLn(C) be two representations of a finite group G. Show 
that if for all o E G, there exists a matrix P(o) such that 

then there exist a nonsingular matrix T such that for all a, 

r- 1 A(a)T = B(o). 

1· . , 4? pts.) Let G = {g1 , ... , 9k} be a finite group. Introduce variables x 91 , • .• , x 9 , and consider the k x k 
~nx 

Let X = r::=l A(gi)x9 ; so that we can define a map g;-+ A(g;). 

(a) Show that A is the left regular representation of G. 

(b) Show that 
h 

det(X) = IT det(L A(")(g)x9 )n• 
v=l gEG 

where A (l), ... , A (h) are a complete set of representatives of the irreducible representations of G and n,, = 
dim(A (v)) for 11 = 1, ... , h. 

c) Use part (b) to show that 
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where f. = e 21ri/n. 
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II ( r '>r (n-l)r ) = Xo + f. X1 + f.- X2 + ... f. Xn-1 

r=O 

~ (20 pts.) Given a partition >. of n, let l(>.) denote the number of parts of >. and ).' denote its con­
jugate partition. Let x~ denote the value of the character of the irreducible representation A>- of Sn at the 

conjugacy class indexed by the partition µ. Show that x~' = ( -1 )n-t(µ) x~. 
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